CloudInsight: Utilizing a Council of Experts to Predict Future Cloud Application Workloads
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Abstract—Many predictive approaches have been proposed to overcome the limitations of reactive autoscaling on clouds. These approaches leverage workload predictors that are usually targeted for a particular workload pattern and can fail to handle real-world cloud workloads whose patterns may be unknown a priori, may dynamically change over time, or may be irregular. The result is that resources are frequently under- and over-provisioned. To address this problem, we create a novel cloud workload prediction framework called CloudInsight, leveraging the combined power of multiple workload predictors that collectively provide a “council of experts”. The weights of the predictors in this ensemble model are determined in real-time based on their accuracy for current workload using multi-class regression. Under real workload traces, CloudInsight has 13% – 27% better accuracy than state-of-the-art predictors. It also has low overhead for predicting future workload changes (< 100 ms) and creating a new ensemble workload predictor (< 1.1 sec.).

Index Terms—Cloud Computing; Workload Prediction, Predictive Resource Management, Machine Learning, Ensemble Model

I. INTRODUCTION

Autoscaling is a common approach for attempting to achieve elasticity in cloud applications [1–5]. However, autoscaling can often be sub-optimal because of its reactive nature. The reactive nature often results in over- and under-provisioning of cloud resources that causes low cost efficiency and high SLA (Service Level Agreement) violations. To overcome such limitations, many predictive approaches have been proposed [6–18]. The predictive approaches consist of two components; one is a workload predictor, which forecasts future job arrival time/rate; and the other is a resource management module, which allocates/deallocates cloud resources and maps user workloads to specific resources.

Existing predictive autoscaling managers often create and/or use a single static workload predictor with the simplifying assumption that their workload has a stable pattern (e.g., increasing, cyclic bursty, and on-and-off) over time. This predictor model is typically built offline and can sometimes require significant resources to build. Frequently, since cyclic bursty is known as a typical workload pattern for cloud applications [19], time-series based approaches are widely used as the static workload predictor to handle cyclic workloads [6, 11–17, 20–24].

We first investigated the degree to which a single existing predictor could be used across multiple typical cloud workload patterns, by evaluating the prediction accuracy of 21 widely used prediction algorithms: two naive, six regression, seven time-series, and six machine-learning models. We used four well-known/synthetic cloud workload patterns the community [25, 26]: increasing workload, on and off workload, cyclic bursty workload, and random workload. The performance of all predictors is measured by MAPE. Figure 1 shows the best three predictors and an average result from all predictors – each workload pattern often has its own best workload predictor. Moreover, the top three workload predictors for each workload pattern often show similar performance for the workload prediction, implying that best predictors could be changing if the workload contained more randomness or short-term burstiness [27]. It is also worth noting that in Figure 1, the best predictors usually contain non-time-series models, such as SVMs or linear regression, because of the lack of trend and seasonality in certain patterns.

Furthermore, the static approach is insufficient to address real-world cloud workloads because the patterns of real work-
Workloads are usually unknown a priori. Consequently, a new approach is required to improve the accuracy of workload prediction for real-world workloads that have a variety of workload patterns and dynamic fluctuations. To this end, we have created the CloudInsight framework, inspired by a “mixture-of-experts” problem [28]. Observing that different predictors excel at predicting different workload patterns, CloudInsight dynamically creates an ensemble model that combines multiple predictors to predict future job arrival rate/time. The weight of a predictor in the ensemble model is based on the predictor’s accuracy for the current workload. To determine the weights, we design a novel evaluation approach based on a SVM (Support Vector Machine) multiclass regression model. The ensemble model is recreated periodically to handle the dynamic fluctuations in a workload.

We have conducted comprehensive evaluations of the performance (the prediction accuracy) of CloudInsight with diverse real-world workload traces collected from cluster [29, 30], HPC (High-Performance Computing) [31], and web applications [32]. The experiment results show that CloudInsight outperforms existing time-series, machine learning, and specific custom predictors in all evaluated workloads. CloudInsight has 13% to 27% better prediction accuracy than state-of-the-art approaches. While performing high prediction accuracy, CloudInsight shows low overhead for predicting future workload changes (< 100 ms) and (re)creating a new ensemble model (< 1.1 sec.).

II. RELATED WORK

The models for existing predictive approaches commonly rely on regression, time-series, and machine learning [33, 34]. Among them, time-series approaches are the most popular approach. (ES [11, 20], AR [12, 21], ARMA [13, 14, 22], ARIMA [15, 17, 23] and others [16, 24].) However, as we stated in the introduction, such single predictor-based approaches are not sufficient to address the dynamics and burstiness of cloud workloads and can show poor performance for unknown workload patterns.

Several custom predictive approaches are developed to address dynamic cloud workload patterns. PRESS [10] and CloudScale [7] employ a custom predictor that consolidates FFT and Markov model. FFT is used to detect a signature of workload patterns, and Markov model is to address a short-term change of the workloads. However, in practice, it is challenging for cloud users to determine the transition probability of the Markov model correctly. Wood et al. [6] developed a hybrid approach, combining robust linear stepwise regression and the model refinement. This technique requires an offline profiling for the initial linear model creation, but CloudInsight is a purely online model that does not require such offline profiling step.

Multi-predictor approaches are also proposed, e.g., Khan et al. [35], Herbst et al. [36], and Liu et al. [37]. These approaches employ a classification and clustering (e.g., decision tree) of incoming workloads and statically allocate the best predictor for the particular type of workloads to increase the performance of workload prediction. However, for real workloads without clear seasonality and trend, it is hard to enumerate all possible classes a priori.

ASAP [38] and Vadara [39] are two ensemble approaches with multiple workload predictors. These two approaches use a simple assumption to determine contributions from each individual predictor, i.e., recent the best predictors (e.g., the lowest cumulative error during the previous monitoring interval [18]) will perform the best for the near-future. However, we observe that this assumption is not always true. Especially, the workloads with short-term burstiness [27] can break this assumption. Unlike these approaches, we utilize a much longer history in CloudInsight, and employ multi-class regression model to predict the future accuracy of local predictors. Therefore, CloudInsight can provide more robust weights and more accurate predictions. We will show CloudInsight’s performance (prediction accuracy) in Section-IV.

III. CLOUDINSIGHT FRAMEWORK

The CloudInsight framework (Figure 2) consists of four main components: 1) a predictor pool, 2) a workload repository, 3) a model builder and 4) CloudInsight workload predictor. The input of this framework is the actual/current workloads (e.g., job arrivals) and the output is the prediction for a near-future workload. The predictor pool is a collection of workload predictors. The workload repository stores the job history of the workload and the prediction history of all local predictors in predictor pool. The model builder is responsible for creating an ensemble prediction model by evaluating the performance of the predictors in the predictor pool.

When jobs begin to arrive in a cloud application, a prediction for the future workload is also initiated. For the initial period (e.g., the first 30 minutes or 1 hour), CloudInsight either uses a simple ensemble workload prediction model that all local predictors have the equal contribution (weight) or relies on user’s selection of the weights (the user can allocate a higher weight for a particular predictor). Once the initial (measurement) step finishes and initial accuracy history is collected, CloudInsight creates an ensemble prediction model based on the procedure described below. This ensemble model

![Fig. 2. Architecture of CloudInsight](image-url)
is used to predict future workload. After the expiration of the model re-creation interval, the ensemble model will be re-created. The workload prediction is performed at every pre-defined prediction interval with the ensemble model, which is created from the previous step. The ensemble model combines the predictions from the local predictors in the predictor pool. This prediction can then be used by a resource management component for resource scaling.

A. Predictor Pool

The predictor pool contains a variety of workload predictors, called “local predictors” – the predictor pool can contain any predictors as long as those predictors can provide predictions for future workloads (e.g., job arrival rates). We have experimented with various workload predictors, including time-series, regressions, and machine-learning models. In this work, CloudInsight leverages eight local predictors as described in Table 1. As shown later, CloudInsight can properly handle all these types of predictors and considerably improve workload prediction accuracy. Although the “eight” local predictors are selected for this work, users can add any workload predictors to the predictor pool because of CloudInsight’s generality. Note that, more local predictors may increase the overhead of workload prediction and ensemble model creation.

B. Workload Repository

Workload repository contains the prediction history of all the local predictors in the predictor pool. This history is represented as a normalized performance vector, which is described in the following paragraphs.

Performance Vector (PV): The PV is a fundamental element of training and prediction input datasets for the evaluation step and is a feature matrix composed of prediction errors of all local predictors for past prediction history. The performance vector is an \( n \times m \) matrix as formulated below:

\[
PV = \begin{bmatrix}
PE_{1,1} & \cdots & PE_{1,m-1} & PE_{1,m} \\
PE_{2,1} & \cdots & PE_{2,m-1} & PE_{2,m} \\
\vdots & \ddots & \vdots & \vdots \\
PE_{n-1,1} & \cdots & PE_{n-1,m-1} & PE_{n-1,m} \\
PE_{n,1} & \cdots & PE_{n,m-1} & PE_{n,m}
\end{bmatrix}
\]

where \( n \) is the number of the local predictors and \( m \) is the past prediction points. \( PE_{i,j} \), an element of PV matrix, is the prediction error of the local predictor at the current prediction point. \( PE_{i,j} \) is measured by squared error \((Prediction_{i,j} - Actual_{i,j})^2\). A single PV represents a set of prediction errors of all local predictors for past \( m \) prediction points. (In our evaluation, CloudInsight uses 50 for \( m \) of PV).

Soft-Min Normalization: An issue of PV is that each element (PE) of a PV matrix is the absolute squared error of each local predictor at certain prediction point. Since a PE represents the absolute prediction errors at a particular time interval, two PEs from two different time intervals cannot be directly compared to determine which is more accurate

<table>
<thead>
<tr>
<th>Category</th>
<th>Predictor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>Linear Regress.</td>
<td>This regression model forecasts the next job arrival rate by creating a linear function [40] using local history of the previous workload. In this work, the past job arrival rate is the only variable we consider, so this model is a single variable linear model. This model is also a local regression because we only use the limited amount of past workload history. To select the local samples, this model applied kNN as a kernel function [41]. Linear regression is included in the predictor pool because it can provide high accuracy for random workload pattern.</td>
</tr>
<tr>
<td>Time Series</td>
<td>WMA</td>
<td>Weighted Moving Average is a weighted sum of observed dataset (e.g., past workload information), and the sum of weight (( \omega )) for each observed dataset is 1. WMA is calculated by ( \sum_{t=n+1}^h \omega_t x_{t+1-n} ). We add this model since WMA shows good performance in overall.</td>
</tr>
<tr>
<td></td>
<td>BDES</td>
<td>Brown’s DES predicts the next job arrival rate by calculating ( (2 + \frac{\alpha}{1-\alpha})x_t - (1 + \frac{\alpha}{1-\alpha})s_t ). ( s_t ) is the first order exponential smoothing model, and is expressed by ( s_t = \alpha x_t + (1-\alpha)x_{t-1} ). BDES performs well for cyclic bursty workload pattern.</td>
</tr>
<tr>
<td></td>
<td>AR</td>
<td>Autoregressive and Moving Average is a linear combination of previous data of the target object (e.g., job arrival rate). AR(p) model is expressed in ( X_t = c + \sum_{i=1}^p \phi_i X_{t-i} + \varepsilon_t ), where ( p ) is the order of AR model, ( \phi_i ) is the set of parameters of the model, ( c ) is constant, and ( \varepsilon_t ) is white noise. AR can provide high accuracy for increasing workload.</td>
</tr>
<tr>
<td></td>
<td>ARMA</td>
<td>Autoregressive and Moving Average is a combined model of AR and MA (Moving Average), and ARMA(p,q) is expressed in ( X_t = \sum_{i=1}^p \phi_i X_{t-i} + \sum_{i=1}^q \theta_i \varepsilon_{t-i} + c + \varepsilon_t ). The first term is AR(p) model with the order of ( p ). The second term is MA(q) model with the order of ( q ). ARMA shows good performance for increasing and on/off workload as well as provides high accuracy in overall.</td>
</tr>
<tr>
<td></td>
<td>ARIMA</td>
<td>Autoregressive Integrated Moving Average is a generalization of ARMA and provides a reliable prediction of non-stationary time-series data by integrating AR and MA models. ARIMA is expressed as ARIMA(p,d,q), where ( p ) is the order of AR, ( q ) is the order of MA, and ( d ) is the order of differencing model. ARIMA performs very well for the cyclic bursty workload that has strong trend and seasonality.</td>
</tr>
<tr>
<td>Machine Learning</td>
<td>Linear and Gaussian SVMs</td>
<td>Support Vector Machine is an optimal margin-based classifier [40] that tries to find a small number of support vectors (data points) that separate all data points of two classes with a hyperplane in a high-dimensional space. SVM can be applied to the case of regression as well which contains all the main features that characterize the maximum margin-based algorithm. At testing time, the (positive or negative) distance of a data point to the hyper-plane is output as the prediction result for regression. We consider both Linear and Gaussian SVMs. Linear-SVM is to focus on the workloads that have relatively clear trend factors, and Gaussian-SVM is to predict the workloads with non-linear characteristics. Two SVM models work very well for both overall and specific workloads.</td>
</tr>
</tbody>
</table>
which has smaller error). Therefore, we normalize $PE$s so that they can be directly compared. To normalize all $PE$s in a $PV$, we use a soft-min normalization function that transforms each element ($PE$) into a real number between 0 and 1. The soft-min function is as shown below:

$$\text{SoftMin}(PE_{i,j}) = 1 - \frac{e^{-PE_{i,j}}}{\sum_{k=1}^{n} e^{-PE_{k,j}}} \quad (2)$$

The numerator of Equation (2) is an element ($PE_{i,j}$) of $PV$. The denominator of the function is the exponentially inverse transform of the $PE$ that we want to normalize. The dominator is the sum of exponentially inverse transforms for all $PE$s at a particular prediction point (a single column in the $PV$.)

This normalized value is subtracted from 1 so that higher values mean better performance (smaller prediction errors) of the local predictors. The upper bound of the normalized soft-min value is 1, while the lower bound is 0. A local predictor always has a soft-min value between 0 and 1. After this normalization, the sum of each column in a $PV$ is 1. Intuitively, the soft-min value for a local predictor at particular prediction point can be viewed similarly as the probability of it being the best predictor for this prediction point.

C. Ensemble Predictor Builder

The model builder evaluates the local predictors, determines the best predictors among them, and creates an ensemble prediction model of top predictors with different weights. This model builder is inspired by a mixture-of-experts (MOE) problems [28]. Evaluating the local predictor is the most important step of the model builder to create an ensemble prediction model. We formulate this evaluation as a multiclass regression problem and use Gaussian SVM regression model [40].

Training Dataset and Prediction Inputs: Both training dataset and the prediction input dataset are represented as a collection of $PV$s. However, these two datasets use separable $PV$s that cover different temporal windows. Suppose time $t$ indicates current prediction point, $l$ is the size of training dataset, and $m$ means the length of columns in $PV$s. The training dataset covers the history of the local predictors’ performance between at $t - m - 1$ and $t - 2$. The training dataset is expressed as \{PV_{t-m-1}, PV_{t-m-2}, \ldots, PV_{t-3}, PV_{t-2}\}. The prediction input data-set, which is used to predict the job arrival rate at time $t$, is the $PV$ at $t - 1$ prediction point and is expressed as \{PV_{t-1}\}. Figure 3 illustrates the temporal coverage of training data set and prediction input data set.

Evaluation of Local Predictors: The “evaluating local predictors” problem is reduced to the “multiclass regression” problem. A multiclass regression problem gives the probabilities of whether an observation belongs to a set of categories. Consequently, with a “multiclass regression” model, we can evaluate the probability that a local predictor is the most accurate predictor for the future workload. More specifically, we employ Gaussian SVM model for this classification problem. The evaluation with the SVM model follows a typical machine learning process; training and prediction. The SVM model is trained with the aforementioned training dataset. After training, this model provides its projection for all local predictors. The output vector of this model is shown below.

$$Y^T = [\omega_1, \omega_2, \ldots, \omega_{n-1}, \omega_n] \quad (3)$$

The output of this SVM model is a $n \times 1$ matrix. Thanks to the soft-min normalization, all items in this output matrix are real numbers ($\omega$) between 0 and 1. A higher value of $\omega_i$ (close to 1) indicates that $i$th predictor has higher possibility to be the best predictor for workload prediction.

Creating an Ensemble Model for Workload Prediction: The ensemble is constructed with Equation (4).

$$\text{Ensemble Model: } \frac{\sum_{i=1}^{n} \omega_i p_i}{\sum_{i=1}^{n} \omega_i} \quad (4)$$

where $\omega_i$ is the output from the previous step and $p_i$ is the prediction from a local predictor. The predictions of the local predictors used in this ensemble model will be updated to the workload repository to be used for further evaluation of the local predictors. The ensemble model is re-created periodically with a predefined time interval.

D. Implementation of CloudInsight

We implemented CloudInsight with Python 2.7 on Ubuntu 16.04 LTS. To implement the local predictors in the predictor pool and the evaluation step of the model builder, the following statistics and machine learning libraries are used: NumPy, Statsmodels, Pandas, and scikit-learn.

For implementing the local predictors, while our goal is to improve/maximize the prediction accuracy, deterministic processing time of the local predictors is desirable. This requirement is because CloudInsight collaborates with a resource manager that should adequately prepare cloud resources before the actual job arrives. We use a grid search [42] to determine the parameters for the local predictors with a tradeoff between the accuracy and the prediction overhead. We consider parameters of $0 < \alpha < 1$ for BDES, 1st to 3rd order for other time-series models (AR, ARMA, ARIMA) and $10^{-3}$ to $10^{-3}$ for soft margin and kernel parameters in SVMs.

For the implementation of the ensemble predictor builder (the SVM multi-regression model), we aim more at improving the performance of an ensemble model. To this end, we also
take the same approach (grid search) with the way of tuning the local predictors, but we examine broader range for soft margin and kernel parameters of SVM model $10^{-6}$ to $10^6$ to yield better results.

We use various synthetic workloads [25, 26] to guide the above two parameter selection processes. To ensure fair evaluation and avoid over-fitting, we did not use real workloads in parameter selection. Real workloads [29–32] are only used to evaluate the performance of CloudInsight.

IV. PERFORMANCE EVALUATION

A. Evaluation Setup

Local Predictors: The predictor pool in CloudInsight has eight well-known workload predictors; linear regression [37, 43], WMA [16, 24], BDES [11], AR [12, 21], ARMA [13, 14, 22], ARIMA [15, 17, 23], and two SVMs (both linear and Gaussian models) [8]. These predictors are described in Table I in Section-III.

Evaluation Goals: Our goal is to evaluate following properties of CloudInsight. First, we measure the accuracy of CloudInsight regarding the forecasting future job arrival rate in above datasets. We then evaluate the overhead of CloudInsight since prediction within deterministic time is a prerequisite of any workload predictors.

Performance Metrics: To measure the prediction accuracy of job arrive rate, we employ RMSE (Root Mean Square Error)$^1$. Lower RMSE means the better performance and vice versa.

To evaluate the overhead of CloudInsight, we define the processing overhead as the time for “job arrival rate prediction process” and “ensemble model recreation process.” We measure the actual processing time on a Linux Server with 8 CPUs (AMD Opteron Processor 4386) and 16G RAM.

Baselines: We compare CloudInsight against four predictors; ARIMA, SVM, FFT (Fast Fourier Transform), and RSLR (Robust Stepwise Linear Regression). We choose ARIMA and SVM from the local predictors because they are widely used in many predictive approaches [8, 15, 17] as well as the two best “static” predictors that we have experimented with. We choose FFT [7, 10] and RSLR [6] from state-of-the-art approaches, which provide a robust and accurate prediction for cloud resource scaling.

B. Workloads Used for Evaluation

To evaluate CloudInsight, we used three categories of workload traces from real-world cloud applications: 1) Cluster traces from Google [29] and Facebook [30]. 2) Wikipedia web traces from WikiBench [32, 44], and 3) Scientific/HPC workload traces from the Grid Workloads Archive [31, 45]. These three groups of workload datasets allow us to evaluate CloudInsight with diverse scenarios of cloud applications.

While the workload datasets contain various characteristics, this work focuses on its temporal characteristics, i.e., job arrival rate. We extract temporal behaviors of job submissions in the workloads. Example workload traces from three different application models are illustrated in Figure 4 and and Table II describes the summary of the characteristics of the workloads. We also choose workloads with variable length of duration (lifetime) and density of job arrivals to show the generality of CloudInsight. The following paragraphs outline the backgrounds of such workloads.

Cluster Workloads: Example traces of cluster workloads are shown in Figure 4(a). Google workload contains 2 millions of job arrival data for a 1-month period. Facebook dataset contains 1 millions of job submissions. Particularly for the

---

$^1RMSE = \sqrt{\frac{1}{n}\sum_{i=1}^{n}(\text{Predicted}_i - \text{Actual}_i)^2}$
Facebook workload, we use 4 sample traces from 2009 and 2010, each represents 1-day job submissions.

**Web Workloads**: We use three days of Wikipedia traces in September 2007. We focus on access log for (global) Wikipedia pages, German, and Japanese main page of Wikipedia. The datasets have 823K (global), 76.5K (German), and 51K (Japanese) of user accesses. Examples of Wikipedia workloads are illustrated in Figure 4(b). Wikipedia workloads generally show strong seasonality and trend characteristics, but Japanese main page has an unexpected spike of user access.

**HPC Workloads**: Five workloads are used for HPC scenarios on the clouds. i.e., Grid5000, NorduGrid, AuverGrid, SHAR-CNet, and LCG (LHC Computing Grid). These workloads respectively contain 62.5K jobs, 122K jobs, 2.3-million jobs, 188K jobs, and 435K jobs for various periods. Examples of HPC workloads are illustrated in Figure 4(c). HPC workloads have similar characteristics with two previous workloads, but have more dynamic natures.

**C. Prediction Accuracy of CloudInsight**

To compare the accuracy of CloudInsight, with the baselines, we use various time interval for the workload prediction as shown in Table II. This prediction interval may affect its prediction accuracy because a longer prediction interval may provide a smoothing effect on the workload patterns. Evaluation with the various time interval minimizes this impact and averaging them offsets the variation. In general, we use the prediction intervals from 30 seconds to 1200 seconds with a step of 30 seconds. Especially for AuverGrid with one year period, we use the prediction intervals with a range from 3600 seconds (1 hour) to 86400 (24 hours) with a step of 3600 seconds. For the model re-creation interval, we recreate and update the SVM model for evaluating the local predictors at every 5 predictions of future workloads.

Figure 5(a) shows the RMSE results of job arrival rate predictions of the five approaches with cluster workloads. (all results are normalized to CloudInsight). On average, CloudInsight is 13% – 27% more accurate than the four baselines. Because the cluster workloads do not have a stable seasonality and a trend, it is difficult for a single model (ARIMA, SVM, FFT, or RSLR) to accurately detect certain patterns from the cluster workloads to predict future changes. However, CloudInsight can keep adjusting the weights for each predictor and create new ensemble model periodically to fit the changes in the workload. Therefore, CloudInsight can show better performance for workload prediction.

Figure 6 shows the CDF (Cumulative Distribution Function) of prediction errors in two cluster workloads. Note that due to page limitation, we only show the CDF results with Google and Facebook #4 workloads. The x-axis represents absolute prediction error, i.e., |Prediction – Actual|, while the y-axis gives the cumulated probability of the errors. As shown in the Figure, the curves for CloudInsight are skewed to the left than the baselines, meaning the majority of CloudInsight’s prediction errors are smaller than the baselines. Also, the results from the baselines have longer tails, indicating they yield more extreme prediction errors.

The average RMSE results for web workloads are shown in Figure 5(b) and CloudInsight outperforms the baselines again. On average, CloudInsight has 12% – 17% of fewer errors than the baselines. Because web workloads usually have strong seasonality and trends, all baselines perform better than when predicting cluster workloads. Especially, both FFT and LRSR have a significant improvement in their accuracy. However, although web workloads have relatively stable seasonality and trends, the seasonality and trends can still change over time, albeit less abruptly. Also, as shown in Wiki Japanese workload, web workload could have a sudden spike of user accesses. CloudInsight can identify the seasonality and trends as well as detect the changes (or spikes) in them. Thus, it can provide better prediction results. Figure 7 illustrates the CDF of prediction errors in two web workloads (Wikipedia global main page and Wikipedia Japanese page). Similarly, the
majority of CloudInsight’s errors are still smaller than those of the baselines.

Figure 5(c) shows the average (normalized) RMSE results in the five HPC workloads; Grid 5000, NorduGrid, AuverGrid, LCG, and SHARCNet. On average, CloudInsight is 19% more accurate than the four baselines with all the five HPC workloads. Our HPC workloads exhibit a broad range of characteristics. The Grid 5000, AuverGrid, and SHARCNet workloads are bursty and random. They also lack seasonality and trends. The NorduGrid and LCG workloads have relatively clearer seasonality (among HPC workloads), although it is much more bursty and noisier than web workloads. The measurement results with various HPC workloads indicate that CloudInsight can correctly assign weights to the local predictors based on current workloads behaviors so that it can predict with the best predictors for the future workload. Figure 8 shows the CDF distribution of the prediction errors in the two HPC workloads. The results are similar with the two previous cluster and web workload types. The curves for CloudInsight are more skewed to the left, indicating that CloudInsight has less errors than other baselines.

D. Overhead of CloudInsight

We evaluate the overhead of CloudInsight and the four baselines. For the baselines, we only consider “prediction overhead” for this evaluation as there is no additional overhead due to the ensemble model reconstruction for them. We define “prediction overhead” as the time that it takes to make predictions at given time point. For CloudInsight, we measure both “prediction overhead” and “modeling overhead.” We define the modeling overhead as the time that CloudInsight takes to create a new ensemble prediction model.

Prediction Overhead: On average (Table III), CloudInsight takes 34ms to make a prediction, while other methods show lower prediction overhead. i.e., ARIMA takes 26ms, RSLR takes 21ms, FFT takes 6.3ms and SVM takes 0.38ms. Although SVM has the lowest overhead among the approaches, it has less accuracy than CloudInsight and the others for the majority of our workloads. Even though CloudInsight leverages eight local predictors, it takes only 12ms more time as compared to ARIMA. The reason is that these eight predictors compute the prediction in parallel. The prediction overhead of CloudInsight is determined by the highest prediction time of its eight local predictors. It is worth noting that although CloudInsight has the longest prediction time among five predictors, the absolute prediction time (34ms) is still negligible compared to workload prediction intervals and resource reconfiguration intervals. Because the overhead from cloud infrastructure is usually higher than 30 seconds (e.g., VM startup time), autoscaling resource managers often reconfigure their resources at an interval higher than 30 seconds. As CloudInsight’s prediction time is much smaller than the prediction interval, it imposes very limited impact to an autoscaling resource manager.

Modeling Overhead: The results of this overhead are shown in Figure 9. Limited by space, we only show the results from the largest workload for each type of workloads: Google, Wiki Global Main, and AuverGrid. This overhead for the other workloads is usually smaller than these three workloads. In the worst cases, it takes 0.8-1.1 seconds to create a new ensemble model. The average modeling time is less than 155ms. This overhead is still negligible in practice because CloudInsight can create a new ensemble model and make predictions within the autoscaling resource reconfiguration intervals as stated previously.

V. CONCLUSION

This paper presents CloudInsight—a new online workload prediction framework to address dynamic and highly variable cloud workloads. CloudInsight employs a number of local predictors and creates an ensemble prediction model with them by dynamically determining the proper weights of each local predictor. To determine the weights, we formulate this problem as a multi-class regression problem with a SVM classifier. We have performed a comprehensive study to measure the performance and overhead of this framework with a broad range of real-world cloud workloads. Our evaluation results show that CloudInsight has 13% – 27% of better accuracy than state-of-the-art static predictors and it also has low overhead.
for predicting future workload changes (< 100 ms) and (re)creating a new ensemble model (< 1 sec.).
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