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Seeking Quality of Web Service Composition in a Semantic Dimension

Freddy Lécué and Nikolay Mehandjie

Abstract—Ranking and optimization of web service compositions represent challenging areas of research with significant implications for the realization of the “Web of Services” vision. “Semantic web services” use formal semantic descriptions of web service functionality and interface to enable automated reasoning over web service compositions. To judge the quality of the overall composition, for example, we can start by calculating the semantic similarities between outputs and inputs of connected constituent services, and aggregate these values into a measure of semantic quality for the composition. This paper takes a specific interest in combining semantic and nonfunctional criteria such as quality of service (QoS) to evaluate quality in web services composition. It proposes a novel and extensible model balancing the new dimension of semantic quality (as a functional quality metric) with a QoS metric, and using them together as ranking and optimization criteria. It also demonstrates the utility of Genetic Algorithms to allow optimization within the context of a large number of services foreseen by the “Web of Services” vision. We test the performance of the overall approach using a set of simulation experiments, and discuss its advantages and weaknesses.

Index Terms—Web service, semantic web, ontology, description logics, service composition, quality of service/composition.

1 INTRODUCTION

The Semantic Web [7], where the semantics of information is indicated using machine-processable languages such as the Web Ontology Language (OWL) [47], is considered to provide many advantages over the current version of the World Wide Web, which focuses on how information is represented. OWL, for example, is underpinned by Description Logics (DL) [6] and ontologies [23] (i.e., a formal conceptualization of a particular domain). This allows automatic processing of information assets tagged with OWL, focusing on their semantics rather than on the way they are shown on the web. Information about web services can also be semantically tagged to describe their functionalities in terms of input, output parameters, preconditions, effects, and invariants [48]. These semantic web services can then be automatically discovered, composed into more complex services, and executed.

Automating web service composition through the use of semantic technologies is currently a focus of a large number of research projects in the area of Service-Oriented Computing, yet work on optimizing such compositions is comparatively rare. Contrary to [2], [4], and [10] which address runtime web service selection to achieve composition optimization, this work focuses on a design-time perspective, aiming at preparing optimal compositions ready to be executed. Our approach of optimization uses a combination of functional and nonfunctional considerations so that we can cover both perspectives. The functional perspective comprises a set of metrics related to how well the functionalities of the constituent services fit together. Semantic quality is such a core metric, measuring the degree of semantic similarity between the outputs produced by constituent services and the inputs required by their peers. Such a quality is one of the measures of the overall functional quality for the composition, indicating the “goodness of fit” between the functionalities of the constituent services. Other metrics include the degree to which the composition satisfies the overall goal to be achieved, the degree to which pre- and postconditions are satisfied, etc. In this paper, we focus on semantic quality as the main indicator of functional quality.

To measure the degree of semantic similarity, we use the concept of semantic link [32], which is defined as the semantic connection between the corresponding pairs of web service parameters, analyzed using DL-based matchmaking. This concept is used to evaluate, compare, and classify the quality of connections and their compositions. This is important to ensure semantic cohesion of data exchanged (or shared) between services closest and avoiding services “misfiring” and ignoring incompatible data. Indeed some services can only interpret some semantic descriptions, rejecting any others. By selecting services for a composition which are better aligned and hence have better semantic quality of their connections, we reduce the time-consuming task of manual integration using mediators to align exchanged data, aiming at automating composition. Web service compositions could thus be optimized and ranked using not only nonfunctional parameters such as the well-known Quality of Service (QoS) [11], [21], [35], [54], [56] but also semantic quality as a core indicator of functional quality [33]. In this work, we propose to unify both types of criteria in an innovative and extensible model, allowing us to estimate and optimize the quality of service compositions. We demonstrate the utility of this model and its advantage over single-perspective optimization models using a number of simulation experiments.
Optimizing the quality of service composition using this model is essentially a multiobjective optimization problem [4] with constraints and preferences on the quality of services and their semantic links. Such a problem is known to be NP-hard [43], thus putting into question the practical applicability of such optimization for compositions of realistic scale as envisioned in the “Web of Services.” Proposals to address this issue center on stochastic approaches [12], Constraint Programming [25], heuristics-based approaches [35], and Integer Linear Programming (IP) [2], [4], [33], [56], with the latter considered to show most promise.

To speed up the application of the proposed optimization model in a context of realistic scale, we propose an approach using Genetic Algorithms (GAs) which adapts the methods of [10], [11], and [38]. Using a number of simulation experiments, we validate the approach and compare its effectiveness against an approach based on Linear Integer Programming.

The remainder of this paper is organized as follows: the next section comments on related work and aligns our contributions with key results in the field. Section 3 briefly reviews semantic web service composition by focusing on 1) semantic web service, 2) their semantic links, and 3) a way to model composition. Section 4 details the quality criteria for QoS-aware semantic web service composition. Section 5 details the GA-based evolutionary approach, including the strategies of the crossover, mutation, and fitness function. Section 6 reports and discusses the results from our experiments. Finally, Section 7 draws some conclusions and outlines directions for further work.

2 RELATED WORK

Starting from an initial set of available services, we can define web service composition as follows:

Definition 1 (Web Service Composition). Web service composition aims at selecting and interconnecting web services provided by different partners in order to achieve a particular goal.

Automating web service composition aims to overcome the problem where no single service can satisfy the goal specified by the service consumer. A number of different approaches have been proposed, including Logic-based [45], Matchmaking-based [30], Graph-Theory-based [55], Golog-based [39], and AI-Planning-based [55]. However, very few approaches have addressed the optimization (Definition 2) of the resulting compositions.

Definition 2 (Web Service Composition Optimization). Optimization of web service composition aims at selecting appropriate service components to optimize the overall quality of the composition according to a set of predefined metrics.

In this section, we appraise the existing approaches to optimizing service composition and classify them according to the following three dimensions:

- the extent to which an approach considers the nonfunctional quality of compositions;
- the extent to which an approach considers the semantic quality of compositions; and
- the scalability of the approach.

The chart in Fig. 1 positions the reviewed approaches in relation to these three dimensions. These dimensions will be used to structure the remainder of this section.

2.1 Nonfunctional Quality Dimension

The nonfunctional quality dimension classifies approaches based on their ability to consider nonfunctional (QoS) properties of compositions. In this dimension, the work of Lécue et al. [33] is classified with a low value since they fail to address nonfunctional quality in their composition evaluation model. Using semantic descriptions of services, they only consider optimization in terms of their compatibilities in a composition, no matter the quality the services expose. Therefore, such an approach is not able to rank compositions according to some business requirements. In contrast, the work of Canfora et al. [11] is high since it allows quality of compositions to be evaluated using several nonfunctional criteria such as the response time, reliability, availability, execution price as well as domain-dependent attributes. In [11], runtime-based optimization is considered in the same direction as [12], but only suboptimal solutions are identified, and the global constraints are satisfied only statistically. Others [1], [2], [4], [12], [14], [56] consider a smaller set of nonfunctional criteria. Most of these approaches achieve composition optimization through runtime selection of services. While Alrifai and Risse [2] combine global optimization with local selection of services, Ardagna and Pernici [4] extend [56] by presenting a negotiation approach to identify a feasible solution of the optimization problem and reduce the number of compositions invocation failures. Claro et al. [14] present a multiobjective evolutionary approach wherein objectives refer to different nonfunctional dimensions. They identify a set of Pareto optimal solutions for optimization but do not introduce a ranking among different quality dimensions. In their approach, the improvement of any quality dimension of identified solutions will automatically affect the quality of other dimensions.

The approaches classified with a high value in this dimension and a low value in the Semantic Quality...
dimension will be referenced by nonfunctional quality-based approaches (such as the latter cited).

2.2 Semantic Quality Dimension
The second dimension ranks approaches according to their ability to optimize compositions using semantic quality. By maximizing this quality of compositions and their connections, they aim at reducing the number of ontology-based mediators (manually generated) which are required in case of semantic heterogeneity between data exchanged/shared in a composition.

Most of nonfunctional quality-based approaches are ranked very low in this dimension since they only take into account precise semantic matches along output-input connections (semantic links) of web services. Others [2], [11], [14], [54] do not address semantic evaluation of compositions.

At the same time, approaches with low rank on the nonfunctional quality dimension score very well here. For example, Lécué et al. [33] introduce a formal and extensible model to evaluate the semantic quality of a composition. From this, they formulate an optimization problem which is solved by adapting an IP-based approach, where all quality criteria are linearized and used for specifying both constraints and an objective function. The approach of Arpinar et al. [5] partially addressed this issue by, respectively, valuing simple levels of matching between output and input parameters of service in their composition approach. Ragone et al. [44] introduced an approach that computes approximate composition and provides an explanation of which part of the request is not covered by the composite service. To this end, they use nonstandard DL reasoning methods such as Concept covering. The approaches classified with a high value in this dimension and a low value in the Nonfunctional Quality dimension will be referenced by Semantic quality-based approaches (such as the latter cited in this section).

From the view of this dimension, most of nonfunctional quality-based approaches limit the scope of their solutions since they do not consider heterogeneity of service description, hence no real focus on data integration between services. In the case of large web-based applications, they assume a manual and pure syntactical-based approach to compute data flow (i.e., relationships between services) in composition. The costs of such a data integration could very high regarding the overall process of composition.

2.3 Scalability Dimension
The ability of an approach to support compositions with a large number of services is ranked using the Scalability dimension. In this dimension, the GA-based approaches such as [10], [11], and [38] rank higher than IP-based approaches [1], [4], [33], [56]. Indeed, GA-based approaches provide better scaling up to a large number of services even if suboptimal solutions are reached in some cases. The main reasons will be explained and demonstrated using simulation experiments in Section 6. The approach of Alrifai and Risse [2] obtains better results than classic IP-based methods, and even better than some classic GA-based approaches [14] by combining global optimization with local selection. Regarding the pure GA-based methods, the approach of Ma and Zhang [38] improves on the scalability of [10] and [11] by experimenting with different GA parameters such as population diversity, evolution policy, enhancement of initial population policy, aiming at improving the algorithm’s convergence rate.

The optimization problem can also be modeled as a knapsack problem [54], wherein Arpinar et al. [5] and Cardoso et al. [12], respectively, propose stochastic-based search and dynamic programming to solve the problem.

2.4 The Need for a Holistic Approach
Review of existing approaches to optimizing web service compositions reveals that no approach has specifically addressed optimization of service composition using both QoS and semantic similarities dimensions in a context of significant scale. Indeed, main approaches focus on either nonfunctional criteria such as QoS or on functional criteria such as semantic similarities between output and input parameters of web services for optimizing web service composition. This motivates our innovative model that addresses both types of quality criteria as a trade-off between semantic quality of data connections in data flow and nonfunctional quality for optimizing web service composition.

Regarding this issue, we follow [10] and [11] and suggest the use of GAs to achieve scalable optimization in web service composition, yet we also extend their model by

- using semantic links to consider data flow;
- considering not only QoS to satisfy end users constraints such as price but also semantic quality of compositions to estimate the effort required to ensure seamless compositions; and
- revisiting the fitness function in order to avoid local optimal solution (i.e., compositions disobeying constraints are considered).

3 Semantic Web Service Composition
In this section, we review semantic web service composition by focusing on its main components as follows: 1) Semantic Web Services (we will assume without loss of generality that each service refers to a single operation), 2) their Semantic Links (also known as Causal Links in [32]) as a formal way of representing their semantic connections, and 3) a way to model a composition through its constituent semantic links.

3.1 Semantic Web Services
The formal model required to represent semantics of web services and their functional parameters (e.g., inputs and outputs) is provided by an ontology. The particular ontology $T$, which is based on the DL $EL$ [6], is part from a larger pair $(T,A)$. $T$ and $A$ refer, respectively, to a Terminological Box (or TBox, i.e., intentional knowledge) and an Assertional Box (or ABox, i.e., extensional knowledge) in DL systems. In the following, we will focus on the TBox $T$ that supports inference on service parameters by means of DL reasoning. Fig. 2 shows a fragment of an example TBox $T$.

In addition, the previous TBox is completed with the following structural pieces of information: Address, Decoder, Email, FTLocal, IP, Max, NoNilSpeed,
According to context, web services require input parameters (described according to their functional parameters). Therefore, in a semantic framework, services have been enhanced with semantic annotation of descriptions (e.g., see Fig. 2). Similarities are judged using a matchmaking function between two knowledge representations encoded using the same TBox.

In the following, we focus on two main properties related to semantic links: 1) their valuation and 2) the definition of their Missing and Common Descriptions.

3.2 Semantic Links

Semantic connections between the DL-annotated parameters of web services can be defined, using the semantic similarity between an output parameter \( \text{Out}_{s_i} \) of \( s_i \) and an input parameter \( \text{In}_{s_j} \) of \( s_j \), where both are DL concept descriptions (e.g., see Fig. 2). Similarities are judged using a matchmaking function between two knowledge representations encoded using the same TBox \( T \).

Semantic connections are modeled and valued using semantic links [34], defined as follows:

### Definition 3 (Semantic Link)

A semantic link noted \( s_{i,j} \) (Fig. 3), i.e.,

\[
s_{i,j} = (s_i, \text{Sim}_T(\text{Out}_{s_i}, \text{In}_{s_j}))
\]

is defined as a relation between an output parameter \( \text{Out}_{s_i} \) of a service \( s_i \) and an input parameter \( \text{In}_{s_j} \) of another service \( s_j \), using a matchmaking function \( \text{Sim}_T \). Both \( \text{Out}_{s_i} \) and \( \text{In}_{s_j} \) are described according to the definition in \( T \).

The existence of \( s_{i,j} \) implies that 1) \( s_i \) precedes \( s_j \) since an output of \( s_i \) is exploited by an input of \( s_j \); and 2) no web service is interleaved between \( \text{In}_{s_j} \) and \( \text{Out}_{s_i} \).

Example 2 (A Semantic Link). Suppose \( \text{AdslEligibility} \) and \( \text{VoiceOverIP} \) are two web services such that \( s_1 \) precedes \( s_2 \). A semantic connection between an output parameter of \( s_1 \) and an input parameter of \( s_2 \) is possible since the intersection of these parameters is satisfiable. The satisfiability is estimated by \( \text{Sim}_T \) according to Definition 3 applied to semantic link between \( s_1 \) and \( s_2 \), i.e., \( s_{1,2} \) as \( \langle s_1, \text{Sim}_T(\text{NetworkConnection}, \text{SlowNetworkConnection}), s_2 \rangle \) (Fig. 4).

In the following, we focus on two main properties related to semantic links: 1) their valuation and 2) the definition of their Missing and Common Descriptions.

3.2.1 Valuation

The matchmaking function \( \text{Sim}_T \) goes beyond the commonly used \( \text{Exact} \) matching type and covers the four well-known matching types [42] plus the extra matching type \( \text{Intersection} \) [18], [36]:

1. **Exact** (\( \equiv \)). If the output parameter \( \text{Out}_{s_i} \) of \( s_i \) and the input parameter \( \text{In}_{s_j} \) of \( s_j \) are equivalent concepts; formally, \( T \models \text{Out}_{s_i} \equiv \text{In}_{s_j} \).
2. **PlugIn** (\( \subseteq \)). If \( \text{Out}_{s_i} \) is subconcept of \( \text{In}_{s_j} \); formally, \( T \models \text{Out}_{s_i} \subseteq \text{In}_{s_j} \).
3. **Subsume** (\( \supseteq \)). If \( \text{Out}_{s_i} \) is superconcept of \( \text{In}_{s_j} \); formally, \( T \models \text{Out}_{s_i} \supseteq \text{In}_{s_j} \).
4. **Intersection** (\( \cap \)). If the intersection of \( \text{Out}_{s_i} \) and \( \text{In}_{s_j} \) is satisfiable; \( T \not\models \text{Out}_{s_i} \cap \text{In}_{s_j} \).
5. **Disjoint** (\( \perp \)). Otherwise, \( \text{Out}_{s_i} \) and \( \text{In}_{s_j} \) are incompatible, i.e., \( T \models \text{Out}_{s_i} \cap \text{In}_{s_j} \).

For instance, the PlugIn matching type means that an output parameter of a service \( s_i \) is subsumed by an input parameter of the succeeding service \( s_j \). These matching types are not all mutually exclusive. Since our focus is on measuring the best achievable quality, it is important to order them. In this case, we assign the first one which is satisfied (e.g., Exact rather than Plugin, and Subsume rather than Intersection). From the perspective of goal satisfaction, using of Exact or PlugIn is comparable, and then the match type based on equivalence would not be strictly required. However, the distinction is important regarding the quality of service.
of matching types (e.g., their semantic proximity) which is the focus of this work.

Example 3 (Matching Type). Consider the semantic link \(sl_{1,2}\) between \(s_1\) and \(s_2\) in Example 2 and Fig. 4. Such a link is valued by a Subsume matching type since \(T \models \text{NetworkConnection} \sqsubseteq \text{SlowNetworkConnection}\) with respect to \(T\) in Fig. 2.

The function \(Sim_T\) enables, at design time, finding some levels of semantic compatibilities (i.e., Exact, PlugIn, Subsume, and Intersection) and incompatibilities (i.e., Disjoint) among independently defined service descriptions.

Remark 1 (Semantic Links Computation). Semantic links and their values are estimated during a preprocessing phase [34] bounded by the product of number of input and output parameters of services. This phase can be improved, without impacting the rest of our approach, by modeling both the input and the output parameters of the same service as two different concepts defined as conjunction of the inputs and the outputs, respectively [44].

3.2.2 Missing and Common Description

Computing the matching type of a semantic link can be completed with a more detailed information, i.e., the DL concept descriptions: Missing and Common Descriptions (first defined as the Extra and Common Descriptions in [31]) between \(\text{Out}_{s_1}\) and \(\text{In}_{s_2}\) of a link \(sl_{1,2}\).

On the one hand, the computation of Missing Descriptions is done by exploiting a nonstandard inference matching type: the difference or subtraction operation [8] for comparing \(\mathcal{EL}\) DL-based descriptions, thus obtaining a compact representation of the metric:

1. the Missing Description \(\text{In}_{s_2} \setminus \text{Out}_{s_1}\)

\[
\text{In}_{s_2} \setminus \text{Out}_{s_1} = \min_{\leq d} \{E | E \cap \text{Out}_{s_1} \equiv \text{In}_{s_2} \cap \text{Out}_{s_1}\},
\]

which refers to information required by \(\text{In}_{s_2}\) but not provided by \(\text{Out}_{s_1}\) in order to ensure a correct data flow between \(s_1\) and \(s_2\) (i.e., all information which is a part of the description \(\text{In}_{s_2}\) but not a part of the description \(\text{Out}_{s_1}\)). The computation of (1) is elaborated with respect to the subdescription ordering \(\preceq_d\) [29], proposed to deal with syntactical redundancies. According to this ordering, the more removed primitive concept names and existential restrictions in the description, the more is the reduction. In the same way as \(\text{In}_{s_2}, \text{Out}_{s_1}\), their conjunction, and their difference, \(E\) refers to a DL concept description. The Missing Description returned by (1) is not only necessary to explain where a semantic link-based composition may fail, but also why a semantic link failed and how to improve it.

On the other hand, the Common Description of \(\text{Out}_{s_1}\) and \(\text{In}_{s_2}\) is defined as

2. their Least Common Subsumer [15] \(\text{lcs}\) as a DL concept description, i.e.,

\[
\text{lcs}(\text{Out}_{s_1}, \text{In}_{s_2})\]

\[
\begin{array}{l}
\{F | \text{Out}_{s_1} \subseteq F \land \text{In}_{s_2} \subseteq F \\
\land \forall F' : \text{Out}_{s_1} \not\subseteq F' \land \text{In}_{s_2} \not\subseteq F' \Rightarrow F \not\subseteq F'\},
\end{array}
\]

which refers to information required by \(\text{In}_{s_2}\) and actually provided by \(\text{Out}_{s_1}\).

Example 4 (Missing and Common Description). Suppose the semantic link \(sl_{1,2}\) between \(s_1\) and \(s_2\) (Example 2 and Fig. 4), valued by a Subsume matching type (Example 3). According to (1) and Fig. 5, such a link requires a semantic refinement to be applied in a composition of web services.

The description missing in NetworkConnection to be plugged in the input parameter SlowNetworkConnection is referred by the Missing Description, i.e., \(\text{SlowNetworkConnection} \setminus \text{NetworkConnection}\), i.e., \(\text{\text{NetSpeed}.\text{Adsl}}\).

In addition, the Common Description defined by the Least Common Subsumer of the output parameter of \(s_1\) and the input parameter of \(s_2\) is referred by the information required by \(\text{SlowNetworkConnection}\) and effectively provided by \(\text{NetworkConnection}\), i.e., \(\text{lcs}(\text{\text{NetSpeed}.\text{Adsl}})\).

Finally, we remark that the intersection between the output parameter NetworkConnection and the Missing Description \(\text{SlowNetworkConnection} \setminus \text{NetworkConnection}\), i.e., \(\text{\text{NetSpeed}.\text{Adsl}}\) is an Exact match with \(\text{SlowNetworkConnection}\).

Example 4 illustrates a link that does not make the composition seamless (in terms of semantics of data exchanged). Indeed, some descriptions are missing in the link \(sl_{1,2}\), in terms of what is expected by its “sink” service \(s_2\). This simply means that \(s_2\) cannot accept or proceed data from the “feeder” service \(s_1\). Indeed, data provided by \(s_1\) (as output) are not specific enough compared to data accepted by \(s_2\) (Subsume matching type—Example 3). Thus, data from \(s_1\) should be filtered first, so a step of mediation is required to make the connection seamless. In the case of a PlugIn matching type, there are no missing descriptions since \(s_2\) could proceed any data more specific than its input parameter type.

Remark 2 (Alternatives for Missing Description). Other approaches such as the 1) difference operator [49] or 2) Concept Abduction [17] can be used to remove from a given description all the information contained in another description. On the one hand, (1) is a refinement of [49]’s difference that considers the syntactic minimum (\(\preceq_d\))
between incomparable ALE descriptions instead of a semantic maximum (ordering according to the subsumption operator). The result of the former does not contain redundancies and its result is more readable by a human user. On the other hand, concept abduction considers ALN DLs and their authors also define several minimality criteria. Teege [49] and (1) perform an equivalence between two concept descriptions (\( T \models E \land Out_{s_i} \equiv In_{s_j} \lor E \land Out_{s_i} \equiv E \land Out_{s_i} \land In_{s_j} \)), whereas the concept abduction computes a subsumption of concept descriptions (\( T \models E \land Out_{s_i} \equiv In_{s_j} \)).

3.3 Semantic-Link-Based Composition Model

We introduce the concept of a goal that can be attached to any service or composition and then adapt the Definition 1 by presenting Semantic-Link-based Composition.

Definition 4 (Goal). Given a TBox \( T \), a goal \( G(e) \) of element \( e \) is defined by the 4-tuple \( (In_{e}, Out_{e}, P_{e}, E_{e}) \) where \( In_{e}, Out_{e} \) are, respectively, input and output parameters as DL descriptions in \( T \). The preconditions \( P_e \) and effects \( E_e \) are, respectively, Horn-like rules [37] expressed in terms of DL concepts \( In_{e} \) and \( Out_{e} \).

The proposed rules are required to model and reason on facts related to conditions, i.e., preconditions and effects (e.g., through implication).

Definition 5 (Semantic-Link-Based Composition). A Semantic-Link-based Composition \( c \) is defined as a partial ordering of services achieving a goal \( G(c) \) wherein services are connected with semantic links.

In the following, we will focus on compositions defined by Definition 5, where all input parameters of services, except the initiator services, are connected to another output parameter by means of a semantic link. The process model of such compositions and their semantic links could be specified by means of any existing behavior modeling languages suitable for expressing typical control-flow dependencies such as statechart [24]. A state in our composition refers to a web service being activated. Transitions between states signify the passing of control from one service to another one, and can, therefore, be labeled with semantic links. In addition, some basic composition flow constructs such as sequence (i.e., linear compositions), conditional branching (i.e., OR-Branching), and concurrent threads (i.e., AND-Branching) can be found.

To simplify the presentation and align our work with composition constructs supported by many approaches [9], [13], [45], [46], [55], we initially assume that all considered statecharts are acyclic.

In case a composition’s statechart model contains cycles, a technique for unfolding it into its acyclic form can be applied first, e.g., [56].

3.3.1 Template-Based Composition Model

In this work, we assume a higher level of compositions generated by template-based and parametric-design-based (or task-based) approaches [40], [51]. They consist in compositions of tasks (achieving a specific goal).

Definition 6 (Tasks). Tasks are defined in the same way as semantic web services (i.e., input, output parameters and preconditions, effects), but no binding to specific services is attached.

We conceptualize it as tasks \( T_i \) and \( T_j \) connected by abstract semantic links \( s_{ij} \). These links are used to express branching or data flow in task-based compositions.

Example 5 (A Task-Based Composition). Suppose \( T_{1,5,8} \) are eight tasks involved in a task-based composition. This task-based composition, illustrated in Fig. 7, comprises a sequence of tasks, an OR-Branching, an AND-Branching, and nine abstract semantic links. The conditional output parameter of task \( T_i \) can be bound either to the input parameter of \( T_2 \) or to the input parameter of \( T_i \). Therefore, two potential conditional compositions are possible at design time, i.e., one that contains \( T_2 \) and another one that contains \( T_6 \), depending on the result of \( T_i \). The output parameter of \( T_i \) is semantically linked to the inputs of tasks \( T_6 \) and \( T_7 \), i.e., \( T_6 \) and \( T_7 \) are done concurrently.

We now focus on concretization of task-based compositions: how to assign well-defined web services to tasks? This will usually be chosen from a set of candidates. In more detail, we assume that each task \( T_i \) can be concretized by any service \( s_i \) if and only if both task and service have close goal (Definition 7).

Definition 7 (Close Goal of Service and Task). The goals \( G(T_i) \) of a task \( T_i \) and \( G(s_i) \) of a service \( s_i \) are close if they meet the following requirements:

1. all the functional input (and output) parameters of \( T_i \) have semantic similarities (see matching types in Section 3.2.1) with all \( s_i \)’s input (and output) parameters and
2. the preconditions of \( s_i \) (logically) imply the preconditions of \( T_i \), and the effects of \( T_i \) (logically) implied by the effects of \( s_i \).

Note that all goals refer to DL descriptions in an ontology of goals. This ensures to estimate their semantic proximity and make difference between tasks and services having same inputs and outputs but achieving different things with them. In the following, we will focus on DL descriptions of input and output parameters, i.e., item 1) of Definition 7.

Example 6 (Task and a Candidate Web Service). According to Definition 7, it is obvious that service \( s_2 \) illustrated in Fig. 6 is a candidate to achieve task VoiceOverIP. They have the same overall goal, i.e., computing a valid address given a valid network connection and a valid phone number. Both service and task have same preconditions and effects. Moreover, there are semantic relationships between parameters of the service and task (see Fig. 6):

- They have the same semantic description for the input parameter Phone Number, i.e., they are linked with the Exact matching type.
- The input parameter SlowNetworkConnection of VoiceOverIP \( (s_2) \) is subsumed by Network-Connection, i.e., the input parameter of task VoiceOverIP.
Example 7 (A Collection of Candidate Services). Fig. 6 illustrates a collection of services that are candidates to achieve task VoiceOverIPT, i.e., \{s_2, s_2^{'}, s_3\}.

Example 8 (A Semantic-Link-Based Composition). Suppose Example 5 and its task-based composition. Fig. 7 illustrates one of its concretization: this refers to a particular case of the composition described in Example 7; \(s_1\) is AdslEligibility and \(s_2\) is VoiceOverIP. Services \(s_{1,1}^{1,8}\) are selected candidate services to achieve, respectively, tasks \(T_{1,1}^{1,8}\) in the task-based composition. The semantic links \(s_{ij}^{1}\) have been selected to concretize the abstract semantic link \(s_{ij}^{1}\) between tasks \(T_{i}, T_{j}\).

The output Address of VoiceOverIPT subsumes the output parameter VoIPId of VoiceOverIP.

We can also imagine an extension of the latter example wherein a number of candidate services with a close goal and different nonfunctional properties (e.g., QoS) could achieve the same task \(T_i\) in the task-based composition.

Example 5 and its task-based composition. Fig. 7 illustrates a collection of services that are candidates to achieve the same task \(T_i\) and different nonfunctional properties (e.g., QoS) could achieve the same task \(T_i\) and different nonfunctional properties (e.g., QoS) could achieve the same task \(T_i\). Thus, tasks \(T_i\) and \(T_2\) can be related by three candidate semantic links (Fig. 8): 1) \(s_{1,2}^{1}\) between \(s_1, s_2\), valued by Subsume; 2) \(s_{1,2}^{2}\) between \(s_1, s_2\), valued by Exact; and 3) \(s_{1,2}^{3}\) between \(s_1, s_2\), valued by Intersection.

Even if our approach is illustrated on direct links (e.g., between \(s_2\) and \(s_3\) in Fig. 7), it is also suitable for nondirect links. For instance, an extension of Fig. 7 with links between \(s_3\) and \(s_4\) fits to our model.

3.4 Focus of Investigation

Examples 8 and 9 illustrate how a task-based composition can be concretized by choosing a service \(s_i\) for \(T_i\) and thus semantic links \(s_{ij}^{1}\) for the abstract ones \(s_{ij}^{A}\). Since a task can be achieved by more than one web service, a large number of potential concretization of compositions can achieve the same or a close goal. Here, we address the issue of selecting and composing a large and changing collection of semantic web services to achieve a set of tasks, while among to optimize both:

- the nonfunctional quality of the composition; and
- the overall quality of links within the composition.

4 A Two-Dimensional Quality Model

Different services and semantic links can be, respectively, used to concretize tasks and abstract links. A way to differentiate their services (e.g., \(s_1, s_2\), and \(s_3\)) and semantic links (e.g., \(s_{1,2}^{1}\), \(s_{1,2}^{2}\), and \(s_{1,2}^{3}\)) in Example 7) and semantic links (e.g., \(s_{1,2}^{1}\), \(s_{1,2}^{2}\), and \(s_{1,2}^{3}\) in Example 9) consists in considering their respective nonfunctional and functional properties.

For this purpose, we first present a model to value the quality of semantic links. Then, we suggest to extend it with a measure of nonfunctional properties (here QoS) to estimate both quality levels of any compositions. Finally, we turn our attention to web service composition through aggregation functions for sequential, AND-Branching, and OR-Branching compositions. For each criterion, we provide
a definition, provide rules to compute its value for a given service and semantic link, and indicate motivations. Finally, we draw some directions for adapting and extending the quality model.

4.1 Quality of Semantic Link

We consider two generic quality criteria for semantic links \(sl_{i,j}\) defined by \((s_i, Sim_T(Out_{s_i}, In_{s_j}), s_j)\): its 1) Common Description rate (Section 3.2.2), and 2) Matching Quality (Section 3.2.1).

4.1.1 Common Description Rate

Definition 8 (Common Description Rate of a Link). Given a semantic link \(sl_{i,j}\) between \(s_i\) and \(s_j\), the Common Description rate \(q_{cd}\) provides a possible measure for the degree of similarity between an output parameter of \(s_i\) and an input parameter of \(s_j\). This rate is computed using

\[
q_{cd}(sl_{i,j}) = \frac{|lcs(Out_{s_i}, In_{s_j})|}{|In_{s_j} \setminus Out_{s_i}| + |lcs(Out_{s_i}, In_{s_j})|}.
\]

This rate estimates the proportion of descriptions which is well specified for ensuring a correct data flow between \(s_i, s_j\).

The expressions in between \(|\) refer to the size of \(\mathcal{L}C\) concept descriptions ([29] p.17), i.e., |\(\mathcal{T}\)|, |\(\mathcal{A}\)|, and |\(\exists r\)| are 1; |\(\mathcal{C} \cap D\)| = |\(\mathcal{C}\)| + |\(D\)|; |\(\exists r\)\(\mathcal{C}\)| is 1 + |\(\mathcal{C}\)|. For instance, |\(Adsl1\mathcal{M}\)| is 4 with respect to Fig. 2.

Example 10 (Common Description Rate of a Link).

Suppose the Example 9 and its Fig. 8. According to (3), the common description rate of \(sl_{1,2}^1\), i.e., \(q_{cd}(sl_{1,2}^1)\) is

\[
\frac{|lcs(\mathcal{N}C, \mathcal{S}low\mathcal{N}C)|}{|\mathcal{S}low\mathcal{N}C \setminus \mathcal{N}C| + |lcs(\mathcal{N}C, \mathcal{S}low\mathcal{N}C)|} \quad i.e., \quad \frac{3}{8}.
\]

where \(\mathcal{N}C\) stands for NetworkConnection. By applying (3) on \(sl_{2,2}^1\), we obtain

\[
q_{cd}(sl_{2,2}^1) = 1.
\]

Regarding the common description rate of \(sl_{1,2}^2\), i.e., \(q_{cd}(sl_{1,2}^2)\), we obtain with \(\mathcal{C}_1\) and \(\mathcal{C}_2\), respectively, defined by \(\exists\mathcal{N}et\mathcal{S}peed.\mathcal{A}dsl1\mathcal{M}\) and \(\exists\mathcal{N}et\mathcal{S}peed.\mathcal{S}peed\):

\[
\frac{|lcs(\mathcal{N}C, \mathcal{C}_1)|}{|\mathcal{C}_1 \setminus \mathcal{N}C| + |lcs(\mathcal{N}C, \mathcal{C}_1)|} \quad i.e., \quad \frac{3}{8}.
\]

The common description rate is precomputed and provided through DL reasoning by Lécué and Delteil [31].

4.1.2 Matching Quality

Definition 9 (Matching Quality of a Link). The Matching Quality \(q_m\) of a semantic link \(sl_{i,j}\) is a value in \((0, 1]\) defined by \(Sim_T(Out_{s_i}, In_{s_j})\), i.e., either 1 (Exact), \(\frac{1}{2}\) (PlugIn), \(\frac{1}{4}\) (Subsume), or \(\frac{1}{4}\) (Intersection).

The discretization of the matching types follows a partial ordering [34] to compare semantic links and their values. Such an ordering is based on the binary and logical implication relation of Intersection from 1) Plugin and Exact and also 2) Subsume and Exact. For instance, regarding 1), if \(T \models Out_{s_i} \equiv In_{s_j}\) (Exact), then \(T \models Out_{s_i} \subseteq In_{s_j}\) (PlugIn), and then \(T \not\models Out_{s_i} \cap In_{s_j}\) (Intersection). From a technical view, the assignment of values to matching types is driven by data integration. Behind each matching type, tasks of Extensible Markup Language (XML) data type integration and manipulation are required. The PlugIn matching type is more penalized than the Exact matching type in this model. Indeed, the data integration process is lower (in terms of computation costs) for the Exact matching type than for PlugIn matching type.

Example 11 (Matching Quality of a Link).

According to the Example 9, Fig. 8, and the previous definition of matching quality, we have

\[
q_m(sl_{1,2}^1) = \frac{1}{2},
\]

\[
q_m(sl_{2,2}^1) = 1,
\]

\[
q_m(sl_{1,2}^2) = \frac{1}{4}.
\]

Contrary to \(q_{cd}\), \(q_m\) does not estimate similarity between the parameters of links but gives a general overview (discretized values) of their semantic relationships. We focus on a more abstract view of semantic valuation by introducing this criterion. In the same way as the common description rate, our system advertises the matching quality of links by precomputing them.

4.1.3 Combining the Qualities

Given the above quality criteria, the quality vector of a semantic link \(sl_{i,j}\) is defined as follows:

\[
q(sl_{i,j}) = (q_{cd}(sl_{i,j}), q_m(sl_{i,j})).
\]

By considering this quality model, we aim at evaluating the level of heterogeneity between data (as output, input parameters) exchanged by services. Obviously, a link with a quality of \((1, 1)\) refers to a composition of two services exchanging data with the same semantic description, i.e., the same data model. Alternatively, a lower quality could refer from slight to high mismatches between exchanged data. In most of these cases, data mediators are required to ensure that incoming services can proceed data from outgoing services. Therefore, in case of “imperfect” semantic links (not \((1, 1)\)), composition designers are expected to inspect the difference between input and output parameters and then to compensate with data mediators [19] to create seamless compositions. We can also imagine requesting external companies which provide such mediators. Another potential technique should be to discover new relevant services that can be plugged to an “imperfect” semantic links to compensate the missing parts [31].

Example 12 (Quality of Semantic Links).

Suppose the task \(T_3\) be achievable by a service \(s_3\) that checks the availability of an \(IP\mathcal{A}d\mathcal{D}d\mathcal{R}\) (as input parameter) and provides an acknowledgment status. Assume a subset of the task-based composition in Fig. 7 wherein \(T_1, T_2, T_3\), and
T3 could be, respectively, achievable by \( \{s_1\}, \{s_2, s_2', s_2''\} \), and \( \{s_3\} \). Table 1 illustrates the quality values of their different candidate semantic links, i.e.,

1. \( s_{1,2}^l \) between \( s_1 \) and \( s_2 \).
2. \( s_{2,2}^l \) between \( s_1 \) and \( s_2' \).
3. \( s_{2,2}^l \) between \( s_1 \) and \( s_2'' \).
4. \( s_{1,3}^l \) between \( s_2 \) and \( s_3 \).
5. \( s_{1,3}^l \) between \( s_2' \) and \( s_3 \) and
6. \( s_{1,3}^l \) between \( s_2'' \) and \( s_3 \).

The selection of service \( s_2' \) is the most appropriate choice for \( T_2 \) in order to maximize semantic links \( s_{1,2}^l \) (with \( s_{1,2}^l \)) and \( s_{2,3}^l \) (with \( s_{2,3}^l \)). Indeed, the latter choice ensures a seamless composition of \( s_1, s_2', s_3 \) since all links are valued by an Exact matching type. In other words, the services of this composition use exactly the same semantics to describe data they exchange or share. Alternatively, the selection of \( s_2 \) would require data mediators to ensure data provided by \( s_1 \) are correctly filtered to the format of the input parameter of \( s_2 \).

In case \( s_i \) and \( s_j \) are related by more than one semantic link, the value of each criterion is retrieved by computing their average. This average is computed by means of the Sequential/And-Branching row of Table 2, independently along each dimension of the quality model.

The quality of semantic links in Table 1 can be compared by analyzing their \( q_{cd} \) and \( q_m \) elements. For instance, \( q(s_{1,3}) > q(s_{2,3}) \) if \( q_{cd}(s_{1,3}) > q_{cd}(s_{2,3}) \) and \( q_m(s_{1,3}) > q_m(s_{2,3}) \). Alternatively, in case of conflicts, e.g., the value of the first element of \( s_{1,3} \) is better than the first element of \( s_{2,3} \) but worse for the second element, we compare a weighted average (with a weight of \( \frac{1}{2} \)) of their normalized components.

**Remark 3 (A Quality Model for \( \mathcal{ALN} \) TBoxes).** In (3) as well as in the matching quality metric, \( \text{Out}_{s_i \cap \text{In}_{s_j}} \) is supposed to be satisfiable since only relevant links between two services are considered in our model.

However, our quality model can be extended for \( \mathcal{ALN} \) TBoxes by first considering abduction rather than difference. When \( \text{Out}_{s_i \cap \text{In}_{s_j}} \) is not satisfiable, we can adapt our model by computing contraction [16] between \( \text{Out}_{s_i} \) and \( \text{In}_{s_j} \), and thus valuing the Disjoint matching type. Indeed, such a matching type will have undesired impacts on the composition and some service inputs may remain unsatisfied. In such cases, the approach of Lécué and Delteil [31] could discover new services or interact with the end users in order to satisfy these inputs.

### 4.2 QoS-Extended Quality of Semantic Link

Here, we extend the quality model (10) by exploiting the nonfunctional properties of services (also known as QoS attributes [41]) involved in each semantic link. We simplify the presentation by considering only:

- **Execution price.** The execution price \( q_{pr}(s_i) \in \mathbb{R}^+ \) of service \( s_i \), i.e., the fee requested by the service provider for invoking it.
- **Response time.** The response time \( q_t(s_i) \in \mathbb{R}^+ \) of service \( s_i \), i.e., the expected delay between the request and result moments.

The latter values of execution price and response time are given by service providers or third parties, e.g., by means of some logs of previous executions. A quality vector of a service \( s_i \) is then defined as follows:

\[
q(s_i) = (q_{pr}(s_i), q_t(s_i)).
\]

Actually, depending on the attribute of \( q \), i.e., either a semantic link \( s_{i,j} \) or a service \( s_i \), we interpret \( q \) either as a quality of semantic link (10) or quality of service (11).

Given an abstract link between tasks \( T_i \) and \( T_j \), one may select the link with the best functional quality (matching quality, common description rate), and nonfunctional (the cheapest and fastest services) quality values, or may be a compromise (depending on the user preferences) between the four by coupling (10) and (11). The selection could be influenced by predefining some constraints, e.g., a service response time lower than a given value.

On one hand, selecting links with the best functional quality will ensure easy end-to-end integration between services by minimizing semantic and syntactic mediators, and providing seamless deployment and execution of computed compositions. The choice of such criteria should be dominant to reduce cost of data mediation. The latter is rarely considered in state-of-the-art approaches, yet it could be really taxing in terms of either price (with outsourced mediators) or execution time (with internal mediators). On

<table>
<thead>
<tr>
<th>Composition Construct</th>
<th>Quality Criterion</th>
<th>Functional</th>
<th>Non-Functional</th>
<th>( Q_{cd} )</th>
<th>( Q_m )</th>
<th>( Q_t )</th>
<th>( Q_{pr} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential/And-Branching</td>
<td>( \sum_{s_{i,j}} q_{cd}(s_{i,j}) ) ( \prod_{s_{i,j}} q_m(s_{i,j}) ) ( \sum_{s_i} q_t(s_i) ) ( \max_{s_i} q_{pr}(s_i) ) ( \sum_{s_i} q_{pr}(s_i) ) ( \sum_{s_i} q_t(s_i) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OR-Branching</td>
<td>( \sum_{s_{i,j}} q_{cd}(s_{i,j}) ) ( \sum_{s_{i,j}} q_{pr}(s_i) ) ( \sum_{s_{i,j}} q_t(s_i) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the other hand, selecting links including services with the best nonfunctional quality values will ensure quality of compositions in aspects understandable by most of users: price, response time. Such criteria should be dominant in case data shared by service are not as heterogeneous as in the previous case (e.g., services aligning their data at description time where most of their exchanged data match perfectly), or in case all data mediators are known at design time. Thus, applications as Intranet-based are appropriate, whereas web-based applications dealing with different services’ providers and larger scale are not.

Example 13 (QoS-Extended Quality of Semantic Link).

Suppose \( T_1 \) and two of the three candidate services \( s_2, s_2' \) wherein \( q(s'_2) < q(s_2) \). According to Example 12, \( s_2' \) should be preferred regarding the quality of its links with \( s_1 \) and \( s_3 \), whereas \( s_2 \) should be preferred for its QoS. What about the best candidates for \( s_{1,2}^A \) and \( s_{2,3}^A \) regarding both criteria?

In the next section, we turn our attention on a quality model to value web service composition, and then address the issue related to Example 13 in Section 5.

4.3 Quality of Composition

Here, we present Definitions 10 and 11, which are required to compare and rank different compositions along the common description rate and matching quality dimension. The rules for aggregating quality values for any composition are provided in Table 2. The approach for computing semantic quality of such a composition \( c \) is adapted from the application-driven heuristics of Lécué et al. [33], while the computation of its nonfunctional QoS is similar to [12].

4.3.1 Common Description Rate

Definition 10 (Common Description Rate of a Composition). The Common Description rate of a composition typifies a set of degree of similarity between all corresponding parameters of services linked by a semantic link, of which it is a function.

The Common Description rate of a composition measures the average degree of similarity between all corresponding parameters of services linked by a semantic link. Definition 10 motivates how to compute such a rate (as a general view of the semantic link quality) for sequential, AND-Branching, and OR-Branching compositions. According to this definition, the common description rate \( Q_{cd} \) of both latter compositions \( c \) is defined as the arithmetic mean of the common description rate \( q_{cd}(s_{li,j}) \) for its links \( s_{li,j} \). Thus, the overall common description rate of any compositions is a linear function of links’ common description rate. The rates for different links are all considered with the same importance. The arithmetic mean has been considered for its simplicity but any other linear average could be applied.

The rate \( Q_{cd} \) of an OR-Branching composition

\[
\sum_{s_{li,j}} q_{cd}(s_{li,j}) \cdot p_{s_{li,j}}, \tag{12}
\]

is defined as a sum of \( q_{cd}(s_{li,j}) \) weighted by \( p_{s_{li,j}} \), i.e., the probability that semantic link \( s_{li,j} \) be chosen at runtime. Such probabilities (also required by \( Q_m, Q_r, \) and \( Q_{pr} \)) are initially specified by the composition designer, and then eventually updated considering the information obtained by monitoring the workflow executions.

4.3.2 Matching Quality

Definition 11 (Matching Quality of a Composition). The matching quality of a composition estimates the overall matching quality of semantic links involved in the composition. Contrary to the common description rate, this criterion aims at easily distinguishing and identifying between very good and very bad matching quality.

Definition 11 computes matching quality for sequential, AND-Branching, and OR-Branching compositions.

The matching quality \( Q_m \) of a sequential and AND-Branching composition \( c \) is defined as a product of \( q_m(s_{li,j}) \). All different (nonempty) matching qualities involved in such compositions require to be considered together in a (nonlinear) aggregation function to make sure that compositions that contain semantic links with low or high matching quality will be more easily identified, and then pruned for the set of potential solutions.

The matching quality of an OR-Branching composition \( c \) is defined as (12) by changing \( q_{cd}(s_{li,j}) \) by \( q_m(s_{li,j}) \).

4.3.3 Execution Price

The execution price \( Q_{pr} \) of a sequential and AND-Branching composition \( c \) is a sum of the execution prices \( q_{pr}(s_i) \) of services \( s_i \) that participate in \( c \).

The execution price of an OR-Branching composition \( c \) is defined in as (12), by changing \( q_{cd}(s_{li,j}) \) by \( q_{pr}(s_i) \).

4.3.4 Response Time

The response time \( Q_r \) of a sequential composition \( c \) is a sum of the response time \( q_r(s_i) \) of services \( s_i \) that participate in \( c \), whereas the \( Q_r \) of an AND-Branching composition \( c \) is bound by the highest response time of its AND-Branches (due to the design-time composition).

The response time of an OR-Branching composition \( c \) is defined in as (12), by changing \( q_{cd}(s_{li,j}) \) by \( q_r(s_i) \).

4.3.5 Combination of Functional Quality and QoS

Using the aggregation rules described in Table 2, the quality vector of any composition can be defined by

\[
Q(c) = (Q_{cd}(c), Q_m(c), Q_t(c), Q_{pr}(c)). \tag{13}
\]

In practice, the elements of the vector \( Q(c) \) will, at this stage, be normalized and fed into an appropriate Multiple-Criteria Decision Analysis tool [28]. Details of this are outside the scope of this paper, which 1) treats the trade-offs using a weighted function presented later in function (15) and 2) focuses on choosing compositions where different qualities of components satisfy user-specified constraints.

4.4 Adapting and Extending Quality of Composition

Even if the introduced quality model focuses on specific function aggregations such as the heuristics-based \( Q_{cd}, Q_m, Q_r, \) and \( Q_{pr} \), the method for computing the value of the quality criteria is not unique (e.g., valuation of the Matching type, execution price) and then can be adapted, depending
on the formalization requirements (e.g., other heuristics). Other computation methods can be designed to fit the needs of specific applications (see [12] and [56] for nonfunctional criteria). For instance, the Common Description rate $q_{cd}$ can be changed by the Missing Description rate $q_{md}$ in (14), i.e., the rate of description missing in the semantic links.

$$q_{md}(s^k_{i,j}) = \frac{|In_{s_j} \setminus Out_{s_i}|}{|In_{s_j} \setminus Out_{s_i}| + |Out_{s_i} \cap In_{s_j}|}.$$  

Alternatively, the quality $Q_{cd}$ of sequential, AND-Branching, and OR-Branching compositions can be computed by valuing the upper bound of common description of their semantic links rather than their average.

Although the adopted quality model has a limited number of criteria (for the sake of illustration), Definitions 10, 11 as well as 13 are extensible: new functional criteria can be added without fundamentally altering the service selection techniques built on top of the model. In this direction, the binary criterion of robustness [31] in semantic links can be considered. Contrary to [33], we did not consider robustness because of its strong dependency with the matching quality criterion. Indeed, they are not independent criteria since the robustness is 1 if the matching type is either Exact or PlugIn, and 0 otherwise. In addition, other nonfunctional criteria such as reputation, availability, reliability, successful execution rate, etc., can also be considered in such an extension.

5 OPTIMIZING SERVICE COMPOSITION

The second main feature of our approach is using Genetic Algorithms to compute the optimal composition among a set of potential solutions. First of all, we formalize the problem as a Constraint Satisfaction Optimization Problem (CSOP) and then apply Genetic Algorithms to compute an optimal solution that meets constraints on 1) the quality of their services and 2) the quality of their semantic links. To this end, the quality models (10) and (11) are used to, respectively, model local constraints on semantic links and services, whereas (13) is considered to model global constraints. We use GA for the optimization because of its scalability.

Example 14 (Compositions and Constraints). Given a composition of tasks (e.g., in Fig. 7) achieving a specific goal, the end user is requested to provide some constraints on the composition she expects. For example, the end user may have a limited budget and thus the execution price $Q_{e}$ is constrained, or she cannot accept a matching quality $Q_{m}$ below a given limit. We can also imagine local constraints on specific tasks and semantic links. From these constraints, the end user could expect the optimal one regarding its quality.

5.1 Constraint Satisfaction Oriented Optimization

Here, we formalize web service composition as a Constraint Satisfaction Optimization Problem. We use the term CSOP to signify the addition of the requirement for finding an optimal solution to the standard Constraint Satisfaction Problem (CSP) as defined in [50].

CSOP is a key formalism for many optimization-driven combinatorial problems such as ours. The success of this paradigm is due to its simplicity, its natural mapping to several real-world applications, and especially the efficiency of existing underlying solvers. In addition, such a formalism allows a generic representation of any optimization-based web service composition problem with local and global constraints (Definition 12).

Definition 12 (Composition Driven CSOP). A composition driven CSOP is defined as $(T, D, C, f)$:

- $T$ is the set of tasks (variables) $\{T_1, T_2, \ldots, T_n\}$ defined in the composition;
- $D$ is the set of domains $\{D_1, D_2, \ldots, D_n\}$, each $D_i$ represents a set of services that fulfill the task $T_i$;
- $C$ is the set of constraints, i.e., local $C_L$ and global $C_G$; and
- $f$ is an evaluation function that maps every solution tuple $s \in S$ of the CSP ($T, D, C$) to a numerical value. Given a solution tuple $s$, $f(s)$ is called the f-value of $s$.

$C_L$ and $C_G$ are related to users constraints regarding both the semantic and nonfunctional quality of composition, services, and their semantic links. Unlike constraints $C_L$, which need to be satisfied for any given assignment (i.e., services, links) to specific tasks $T_i$, constraints $C_G$ need to be met by the overall composition.

Solving a composition driven CSOP consists in finding the solution tuple (i.e., an assignment of services $s_{i,1\leq i\leq n} \in D_1 \times \cdots \times D_n$ to tasks $T_{1\leq i\leq n}$ that satisfy all the constraints $C$) with the optimal f-value with regard to the application-dependent optimization function $f$.

5.2 A Genetic Algorithm-Based Optimization

Determining the best set of services for a composition to optimize a set of quality constraints is an NP-hard optimization problem. The naïve approach which finds all the solutions first, and then compares their f-values conceptualizes an exhaustive search for the optimal composition among the exponential number of possible concretizations of compositions.

Since such an approach is impractical for large-scale composition, we address this issue by presenting a GA-based approach [22] which 1) supports constraints not only on QoS but also on quality of semantic links and 2) requires the set of selected services as a solution to maximize a given objective $f$.

5.2.1 GA Parameters for Optimizing Composition

Similar to other GA-based approaches, the optimal solution (represented by its genotype) is determined by simulating the evolution of an initial population along a number of generations leading to the survival of the fittest individuals (here compositions) satisfying some constraints. Each generation is obtained by crossover, mutation, and selection of compositions from the previous one. In more detail, we parameterized GA as following:

- **Genotype.** It is defined by an array of integers. The number of elements in the array is equal to the number of distinct tasks involved in the composition. Each element, in turn, contains an index to an array of candidate services for that task, indicating a specific chosen service. Thus, each composition, as a
potential solution, can be encoded using this genotype. Fig. 9 illustrates the composition depicted in Fig. 7 using the genotype encoding.

- **Initial population.** It consists of an initial set of compositions (characterized by their genotypes) wherein services are randomly selected.

- **Global and local constraints.** They have to be met by compositions, e.g., $Q_{cd}(c) > 0.8$.

- **Fitness function.** This function $f$ is required to quantify the “quality” of any composition $c$ by considering its genotype. $f$ needs to maximize semantic quality attributes (higher values are better), while minimizing the QoS attributes (smaller values are better) of $c$:

$$f(c) = \frac{\omega_m \bar{Q}_{cd}(c) + \omega_l \bar{Q}_m(c)}{\omega_{pr} \bar{Q}_{pr}(c) + \omega_t \bar{Q}_t(c)},$$  
(15)

where $\bar{Q}_{l \in \{pr,t,cd,m\}}$ refers to $Q_{l \in \{pr,t,cd,m\}}$ (using Table 2) normalized in the interval $[0,1]$. $\omega_l \in [0,1]$ is the weight assigned to the $l$th quality criterion and $\sum_{l \in \{pr,t,cd,m\}} \omega_l = 1$. In this way, preferences and constraints on quality of the desired compositions can be done by simply adjusting $\omega_l$, e.g., the Common Description rate could be weighted higher.

In addition, $f$ must drive the evolution toward constraints satisfaction. Thus, compositions that do not meet the constraints are penalized by extending (15) using an augmented Lagrangian:

$$f'(c) = f(c) - \omega_{pe} \sum_{l \in \{pr,t,cd,m\}} \left( \frac{\Delta \bar{Q}_l}{Q_{l \max}(c) - Q_{l \min}(c)} \right)^2,$$  
(16)

where $Q_{l \max}$ and $Q_{l \min}$ are, respectively, the maximum and minimal value of the $l$th quality constraint among the values of other available candidate compositions $c$. For instance, $Q_{cd \max}$ refers to the maximum description rate among the description rates of all other compositions $c$. $\omega_{pe}$ weighs the penalty factor. $\Delta \bar{Q}_l$ is

$$\Delta \bar{Q}_l = \begin{cases} 
\bar{Q}_l - Q_{l \max} & \text{if } \bar{Q}_l > Q_{l \max} \\
0 & \text{if } Q_{l \min} \leq \bar{Q}_l \leq Q_{l \max} \\
Q_{l \min} - \bar{Q}_l & \text{if } \bar{Q}_l < Q_{l \min} 
\end{cases}.$$  
(17)

Contrary to [11], compositions that violate constraints do not receive the same penalty. Indeed, the factor $\omega_{pe}$ is further penalized in (16). This function avoids local optima by considering also compositions that disobey constraints.

Unfortunately, the fitness function defined in (16) contains a penalty for compositions, which is the same at each generation. If, as usual, the weight $\omega_{pe}$ for this penalty factor is high, there is a risk that a composition violating the constraints but “close” to a good solution could be discarded.

The alternative is to adopt a dynamic penalty, i.e., a penalty having a weight that increases with the number of generations. This may allow, for the early generations, to also consider some individuals violating the constraints. After a number of generations, the population should be able to meet the constraints, and the evolution will try to improve only the rest of the fitness function. The dynamic fitness function $f''(c, gen)$ (to be maximized) is defined as follows:

$$f''(c, gen) = \omega_{pe} \frac{\sum_{l \in \{pr,t,cd,m\}} \left( \frac{\Delta \bar{Q}_l}{Q_{l \max}(c) - Q_{l \min}(c)} \right)^2}{\omega_{pr} \omega_{t} \omega_{cd} \omega_{m}},$$  
(18)

where $gen$ is the current generation, while $maxgen$ is the maximum number of generations.

- **Operators on genotypes.** They define authorized alterations on genotypes not only to ensure evolution of compositions’ population along generations but also to prevent convergence to local optimum. We use:

  - Composition mutation, i.e., random selection of a task and replacing its service with another one among those available. Mutation is performed on each composition of the population with probability $p_{mut}$.

  - The standard two-points crossover, i.e., random combination of two compositions. In the same way as mutation, crossover is performed on each composition of the population, but with probability $p_{cross}$ such that $p_{mut} < p_{cross}$. Further details on GA can be found, for example, in [22].

  - Selection of compositions which is fitness-based, i.e., compositions disobeying the constraints are selected proportionally from previous generations.

- **Stopping criterion.** It enables to stop the evolution of a population. We iterate until the constraints are met (i.e., $\Delta \bar{Q}_l = 0 \forall l \in \{pr,t,cd,m\}$). However, if this does not happen within a maximum number of generations, then no feasible solution has been found. Otherwise, once constraints are satisfied and feasibility is checked at the end of the search, we iterate until the best fitness composition remains unchanged (and its solution feasible) for a given number of generations. Therefore, solutions are do feasible at the end of the GA process.

5.2.2 Executing GA for Optimizing Composition

The execution of the GA consists in the following steps:

1. defining the initial population (as a set of compositions), and computing the fitness function (evaluation criterion) for each composition;
2. evolving the population by applying mutation and crossover of compositions;
3. selecting compositions;
4. evaluating compositions of the population; and
5. back to step 2 if the stopping criterion is not satisfied in the GA evolution.
Tasks for which only one candidate service is available are taken out from the GA evolution.

In case no solution exists, users are requested to relax constraints of the optimization problem in order to compute alternative solutions still providing a reasonable quality of composition (at both QoS and semantic levels).

6 EXPERIMENTAL RESULTS

We analyze the performances of our approach by

- discussing, in Section 6.2, the benefits of combining QoS and functional criteria;
- comparing, in Section 6.3, the evolution of the composition quality’s factors (i.e., $Q_{col}$, $Q_{mir}$, $Q_{per}$, and $Q_t$) over the GA generations by considering both static (16) and dynamic constraint penalties (18);
- observing, in Section 6.4, the evolution of the composition quality $J^*$ in (18) (we focus on equal weights assigned to the different quality criteria) over the GA generations by varying the number of tasks and candidate services;
- studying, in Section 6.5, the behavior of our approach regarding large-scale compositions;
- evaluating performance, in Section 6.6, after decoupling the GA and the (online) DL reasoning processes which are both required in our approach; comparing, in Section 6.7, GA with IP-based approaches; and
- focusing, in Section 6.8, on the performance of the GA process by comparing the convergence of our approach (18) with the Canfora et al. [11].

6.1 Context of Experimentation

6.1.1 Services, Semantic Links, and Their Qualities

The services are defined by their semantic descriptions using an EL TBox (formally defined by 1,100 concepts and 390 properties) in the Telecommunication domain, provided by a commercial partner. The use of proprietary services has been motivated by the poor quality of existing benchmark services in terms of number of services or expressivity (limited functional specification, no binding, restricted RDF-based description).

On the one hand, we have incorporated estimated values for QoS parameters (i.e., price and response time). The QoS values of services were varying according to some Gaussian distribution [10], [11], [56] function, and better duration time offers corresponded to higher prices. On the other hand, the functional quality of semantic links (i.e., common description rate and matching quality) has been automatically computed, given semantic descriptions of services and a DL reasoning process. These descriptions have been randomly selected from the TBox but satisfying Definition 7 and using the semantic descriptions of tasks they are supposed to be assigned.

Compositions with up to 30 tasks and 35 candidate services per task (i.e., a potential number of $35^2$ candidate semantic links between each pair of tasks) have been considered in Sections 6.2, 6.3, 6.4, 6.6, and 6.8, especially for obtaining convincing results toward their applicability in real (industrial) scenarios.

The quality of the composition is evaluated by means of the percentage gap (described as Max. Fitness (percent) in Sections 6.4, 6.5, 6.8, and percent of Global optimum in Section 6.7) of the GA solution with respect to the global optimum. The latter is obtained by running the IP approach with no time limit.

6.1.2 Implementation Details

The common description rate (3) is calculated by computing the Missing Description (1), the Common Description (2), and the size ([29], p.17) of DL concepts. These DL inferences and the matching types (Section 3.2.1) have been achieved by means of a DL reasoning process (adaptation of Fact++ [26] with DL difference).

The aggregation rules from Table 2 are then used for computing each quality dimension of any composition. Finally, the combination of QoS with semantic calculation is computed by means of (16) and (18), thus obtaining the final quality score for the composition.

6.1.3 Genetic Algorithm Process

Our GA is extending the GPL library JGAP (http://jgap.sourceforge.net/). The optimal compositions are computed using an elitist GA where the best two compositions are kept alive across generations. A crossover probability of 0.7, a mutation probability of 0.1, and a population of 200 compositions are used. The roulette wheel selection has been adopted as selection mechanism. Since the GA performance varies with the value assigned to global constraints, we use a simple stopping criterion of 400 generations. Indeed, under severe global constraints, our GA may not find a feasible solution. Beyond these values for parameters, there is a little deterioration in terms of performance.

For each experiment, GA is executed 50 times and average values are reported. Standard deviation has been observed as always below the 5 percent of the mean values. Experiments were also replicated on compositions of different sizes and complexity, confirming the results reported below. The experiments have been conducted on Intel(R) Core(TM)2 CPU, 2.4 GHz, and 2 GB RAM.

6.2 Benefits of Combining Quality Criteria

In this first experiment (Fig. 10), we focus on the benefits of combining QoS and functional criteria. To this end, we study the impact of higher functional quality on the costs of data integration enabling the composition of services. The data integration process aligns the data flow of a composition by manipulating and transforming the semantic
descriptions of contents of outgoing message and incoming messages of annotated web services.

Our approach and the method of Canfora et al. [11] are compared on 10 compositions $c_i$ with $Q_{om}(c_i) = 0.1 \times i$ and $Q_m(c_i) = 10^{-i}$ as functional quality to reflect gradually better quality.

On one hand, as expected, the costs of data integration (through data flow) are trivial for both approaches when compositions with the best quality are considered, e.g., $c_{10}$ and the composition is without mismatch in data flow. On the other hand, these costs decrease with the increase of functional quality of compositions in our approach, whereas they are steady but very high for compositions computed by Canfora et al. [11]. This is due to 1) the lack of specification of functional quality (hence, a hard task to build semantic data flow from scratch), and 2) the manual approach used to link data in the composition. Therefore, appropriate qualities of semantic links are very useful for discovering data flow in composition, then limiting their costs of data integration.

6.3 Evolution of Satisfaction Constraints

To compare the different evolution of QoS and nonfunctional constraints during optimization, we present results obtained optimizing a composition containing 35 candidate services for each of 30 distinct tasks.

As shown in Fig. 12, the optimization problem is constrained on common description rate, matching quality, execution price, and response time. The evolution shows how the GA is able to find a solution that meets the constraint and, at the same time, optimizes the different parameters of the composition quality function of $f''$ in (18) (i.e., maximizing the common description and matching quality while minimizing execution price and response time). For our optimization problem, the dynamic fitness does not outperform the static fitness. Even different calibrations of the fitness weights did not help. Different tests with significance level $\alpha = 5$ percent showed that differences were not significant, except for the common description rate where the dynamic fitness increased faster, although at the end of the evolution, the result achieved was not significantly different.

6.4 Evolution of the Composition Quality

Fig. 11 reports the evolution of the composition quality over a number of GA generations, for different number of tasks, with 35 candidate services per task. In such a configuration, the potential number of semantic links between two tasks $T_i$ and $T_j$ is $|s_i| \times |s_j|$. This figure illustrates different levels of convergence to an optimized composition that meets the constraints.

Table 3 presents the computation costs, the number of generations required to obtain the maximal fitness value.

The convergence results of Table 3 can be improved by further investigating population diversity, evolution and selection policies (cf. Section 2 and [38]), or enhancement of initial population policy.
6.5 Toward Large-Scale-Based Compositions

We study our approach with a large number of tasks (up to 500 tasks) and candidate services (500). We focus on its scalability and the impact of the number of generations as well as the population size on the GA success.

As illustrated in Table 4, increasing both the number of generations and the population size does actually result in better fitness values for problems with a larger number of tasks and candidate services.

Regarding the optimization of a composition of 500 tasks with 500 candidate services, a number of generations of 400 and a population size of 200 do result in a low fitness value of 24 percent of the maximum, whereas considering a number of generations of 3,000 and a population size of 1,000 achieves 95 percent of the maximum.

Note that better fitness values can be reached by further increasing the sizes of generations and populations. However, doubling these sizes only improves the fitness value by 2 percent. This shows that each optimization problem converges to a limit. In our GAs-based approach, this limit is often identified as a local optimum (approximately 95 percent of the global optimum in our experiments).

6.6 Decoupling GA Process and DL Reasoning

Contrary to QoS given, in general, by providers, the quality of semantic links is estimated according to DL reasoning through Subsumption for $q_{nd}$, Difference and Least Common Subsumer $lcs$ for $q_{cd}$. Since most of the computational costs of our approach are mainly dependent on both reasoning mechanisms and the GA-based optimization process (i.e., the five steps of Section 5.2.2), we decouple them and report the breakdown of the computation costs presented in Table 3 in Fig. 13. For each individual (or composition) of each generation, we evaluate the quality of their semantic links. The results of all computations are stored in order to avoid redundant computation of quality of similar links.

6.7 Comparing IP- and GA-Based Approaches

As mentioned before, the IP-based approach is one of the most adopted method to solve optimization in web service composition for both semantic and nonfunctional optimization. An analytic description of this approach is out of the scope of this paper, for details, see [56], [12], [33], or [4].

However, here, we compare our approach with the IP-based approach of Zeng et al. [56] and Lécué et al. [33] by, respectively, extending their quality criteria to 1) semantic links and 2) QoS. To this end, we focus on the computation (or convergence) time of both approaches to optimize a revisited fitness function of (16) with close solutions (<1 percent for each quality criteria) meeting the same constraints. The quality criteria $Q_{cd}$ and $Q_{pr}$ of (16) are unchanged, whereas $Q_m$ and $Q_t$ are linearized (e.g., by taking the logarithm for the aggregation function $Q_m$) in order to satisfy the linearity constraint attached to the IP approach. The IP-based optimization problem is solved by running CPLEX, a state-of-the-art IP solver based on the branch and cut technique [52] (LINDO API version 5.0, Lindo Systems, Inc., http://www.lindo.com/).
Here, we studied a composition of 500 tasks wherein the number of candidate services varies from 1 to 400. IP- and GAs-based approaches are compared along two set of experiments. First, we focus on computation costs to obtain a suboptimal solution that reaches 95 percent of the global optimum. The results reported in Fig. 15 support the adoption of GAs for local optimum search with a large number of candidate services per task (>340). Such results are, in parts, explained by the exponential number of IP variables required to represent the search tree as the set of potential compositions. On the contrary, the size of the GA problem is bound by its population and its genotype, which is bound by the number of tasks in the composition.

The second set of experiments focuses on computation costs to obtain the global optimum rather than local optimum. The results shown in Fig. 16 support the adoption of IP-based composition optimization, especially in case of a global optimum search. Indeed, CPLEX (also used by Ardagna and Pernici [4]) is very efficient in finding a feasible solution with these large instances which is very close to the global optimum. On the contrary, reaching the global optimum with GAs is more problematic.

Contrary to linear IP approaches, GAs do not impose linearity constraints on the quality aggregation rules (and thus on the objective function and constraints) and thus allow the handling of generic and customized quality criteria such as $q_m$ and $q_l$.

According to these results, a valuable direction of further work would be to define a mechanism for selecting the best approach to be adopted for a given composition task and domain, to ensure acceptable computation costs of optimal composition. The latter constitutes an important requirement for many scenarios, such as interactive (or soft-real-time) service-oriented systems.

### 6.8 Convergence of GA-Based Approaches

In this experiment, we compare the convergence of our approach in (18) with the main alternative at present [11]. To this end, the functional criteria of our approach are disregarded in order to focus only on the GA-driven aspects of the optimization process.

According to Table 5, the advantage of our approach is twofold. First, we obtain better fitness values for the optimal composition than the approach of Canfora et al. [11] (actually an average of 97 percent of the maximum). Second, our approach converges faster than the approach of Canfora et al. [11]. Our function also avoids getting trapped by local optima by 1) further penalizing compositions that disobey constraints (the factor $\omega_{pen}$ in (18)) and 2) suggesting a dynamic penalty, i.e., a penalty having a weight that increases with the number of generations.

These results support the adoption of our model when a large number of tasks and services are considered.

### 7 CONCLUSION

To address QoS-aware semantic web service composition in a context of significant scale, we propose a GA-based approach to optimizing web service compositions, which considers both the nonfunctional qualities of the composition, and the quality of semantic fit. Combining both allows us to consider both the user perspective to desired qualities, and the composition perspective of costs involved in interservice alignment within the composition.

The first feature of our approach is an innovative and extensible model to evaluate the quality of 1) web services (i.e., QoS), 2) their semantic links, and 3) their compositions. The semantic extension aims at evaluating the level of heterogeneity between the output and input parameters of services. In cases of low quality of semantic links, reflecting mismatches between exchanged data of services, data mediators are required to ensure seamless compositions. Composition designers are then expected to compensate the difference between services parameters by means of data mediators, the cost of this is provided by our semantic quality model. The high costs of the data integration in the overall process of service composition can also be reduced by combining QoS and functional quality of semantic links proposed here.

The second feature of our approach concerns the use of GA-based approach for discovering near-optimal compositions under a large number of candidate services. This relies on formalizing our extended quality model as an optimization problem with multiple constraints. The GA-based
approach was shown to be faster than IP under some circumstances, especially when looking for “close enough” solutions with more than 350 candidate services for each task. The experimental results have also shown acceptable computation costs of our approach despite the time-consuming process of the DL reasoning.

In terms of further work, one direction is to consider compositions based on the contextual availability of web services. Indeed, our approach relies on a precomputed tasks model, this forces the goal to be satisfied according to the designed subtasks and constraints the choice among available services. Such precomputations may lead to unsatisfied goals depending on the context. In real world instead, more flexibility is required.

Another direction for future work is to consider how goals (and more specially preconditions and effects—Definition 7) of tasks and their candidate web services match together (e.g., from a semantic dimension point of view). For instance, a task can be fulfilled by services achieving a goal with more general or specific preconditions and effects, but which still fit the goal of the task. In the same way, we can reason with cases where both the preconditions and effects of tasks and their candidate services do not match in a semantically precise fashion.

It would be interesting to consider further research in a more precise difference operator, which is also easy to compute in expressive DLs. According to the results in Section 6.6, it seems important to optimize DL reasoning to scale up the overall process of optimization.

Determining the most appropriate parameters for the GA phase requires further experimentation if this is to be made truly usable for its target end users. Section 6 presents some GA parameterization, but guidelines to set up these parameters need to be investigated. In addition, we will investigate how to improve the GA performance especially in the last iterations, when we want to preserve feasible solutions.

Another area of investigation is the selection of initial compositions of tasks as a powerful tool to optimize the overall quality [40], [51], at present we take the task composition template as given. Two final considerations in the last iterations, when we want to preserve feasible solutions.
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