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Abstract

The volume of documents and online resources has been increasing significantly on the Web for many years. Effectively, organizing this huge amount of information has become a challenging problem. Tagging is a mechanism to aggregate information and a great step towards the Semantic Web vision. Tagging aims to organize, summarize, share and search the Web resources in an effective way. One important problem facing tagging systems is to automatically determine the most appropriate tags for Web documents. In this paper, we propose a probabilistic topic model that incorporates DBpedia knowledge into the topic model for tagging Web pages and online documents with topics discovered in them. Our method is based on integration of the DBpedia hierarchical category network with statistical topic models, where DBpedia categories are considered as topics. We have conducted extensive experiments on two different datasets to demonstrate the effectiveness of our method.
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1 Introduction

The advent of the World Wide Web has made a huge volume of online resources and documents freely accessible. The big challenge is to effectively organize this tremendous amount of information. Tagging is the process of assigning labels to Web resources with the purpose to organize, share, discover and recover them easily. One of the important steps towards the Semantic Web is the automatic tagging of documents and Web pages with ontology concepts, which is also called ontology-based semantic tagging. A semantic tag is a phrase (sequence of words) belonging mainly to the topic which describes a tagged resource. Semantic tagging of textual content can significantly benefit information access tasks, for example, by enhancing the development of tools for classification and retrieval of documents, and has attracted significant attention in recent years. In this paper, we address this issue and propose an approach that integrates prior knowledge (i.e., ontological concepts) with unsupervised topic
models into a unified probabilistic framework. We use the DBpedia’s [1] hierarchical category network as our background knowledge, which includes the categories organized into a hierarchical structure and a set of articles from Wikipedia. We need to note that the DBpedia knowledge base is extracted from Wikipedia in the form of an ontology of concepts and relationships, which includes the Wikipedia classification schema. Thus, we refer to the DBpedia category network and Wikipedia category network interchangeably throughout this paper.

Probabilistic topic models such as Latent Dirichlet Allocation (LDA) [2] are powerful techniques which are widely used for discovering topics or semantic content from a large collection of documents. Topic models typically assume that documents are mixtures of topics, while topics are probability distributions over the words. When the proportions of topics in a document are estimated, the top-proportion topics can be used as the themes (high-level representations of the semantics) of the document. Similarly, top-ranked words in a topic-word distribution indicate the meaning of the topic. Thus, topic models provide an effective framework for extracting the latent semantics from unstructured text collections. For example, Table 1 shows the top words of five topics learned by LDA from a collection of news articles; the topics have been labeled by a human “Healthcare”, “Farming”, “Finance”, “Disease” and “Olympic Sports”, respectively.

<table>
<thead>
<tr>
<th>Healthcare</th>
<th>Farming</th>
<th>Finance</th>
<th>Disease</th>
<th>Olympic Sports</th>
</tr>
</thead>
<tbody>
<tr>
<td>health</td>
<td>farm</td>
<td>bank</td>
<td>disease</td>
<td>world</td>
</tr>
<tr>
<td>care</td>
<td>food</td>
<td>fed</td>
<td>blood</td>
<td>games</td>
</tr>
<tr>
<td>social</td>
<td>products</td>
<td>banks</td>
<td>infection</td>
<td>year</td>
</tr>
<tr>
<td>patient</td>
<td>organic</td>
<td>financial</td>
<td>cells</td>
<td>brazil</td>
</tr>
<tr>
<td>people</td>
<td>consumers</td>
<td>central</td>
<td>damage</td>
<td>cup</td>
</tr>
<tr>
<td>patients</td>
<td>market</td>
<td>fund</td>
<td>system</td>
<td>sochi</td>
</tr>
<tr>
<td>client</td>
<td>quality</td>
<td>market</td>
<td>due</td>
<td>olympic</td>
</tr>
<tr>
<td>mental</td>
<td>business</td>
<td>markets</td>
<td>host</td>
<td>team</td>
</tr>
<tr>
<td>individual</td>
<td>production</td>
<td>billion</td>
<td>type</td>
<td>olympics</td>
</tr>
<tr>
<td>family</td>
<td>production</td>
<td>funds</td>
<td>brain</td>
<td>sports</td>
</tr>
</tbody>
</table>

We consider the Wikipedia categories as the topics in the probabilistic model, i.e. each document is a multinomial distribution over the Wikipedia categories. Thus, we combine the ontology concepts and data-driven topics, which enables us to semantically tag the documents with Wikipedia categories, after the topic mixtures of documents are estimated.

Our proposed method for semantic tagging is entirely different from supervised text categorization techniques. Supervised text categorization methods are typically based on a set of predefined categories and a set of documents with pre-assigned categories, which is used as a training set. A classifier is created based on the training set and then is used to predict the categories of previously unseen documents. In the work presented here, we assign categories (topics) from Wikipedia to text documents for which there are no predefined or known categories. We learn the probability distribution of each category over the words using the statistical topic models taking into account the prior knowledge from Wikipedia about the words and their associ-
ated probabilities in various categories. For instance, in Wikipedia, the words “rule”, “reasoning” and “triple” have likely higher weights (see section 4.2) under the “Knowledge Representation” category and, similarly, the words “democracy”, “debate”, and “campaign” are more related to the “Politics” category.

We should point out that there exist several knowledge bases such as DBpedia [1] (constructed based on the content of Wikipedia [3]), YAGO [4], and Freebase [5] that could be exploited as the prior knowledge in this work. DBpedia provides different classification schemes, including the Wikipedia and YAGO categorization systems. For this research, we selected DBpedia as arguably more frequently used for Semantic Web tasks, but our approach could be used with other knowledge bases, as well.

In recent years, several attempts have been made for annotating Web pages and online documents. For example, [6] uses linguistic techniques to address annotation of Web resources. [7, 8] utilize various natural language processing and information extraction techniques and [9] employs regular expression patterns for semantic annotation. Our approach differs from previous works in that they are primarily focused on entities mentioned in the documents, whereas we take all the words into consideration. Furthermore, our method tags (annotates) the whole document as a unit, as opposed to annotating entities and other phrases occurring within the document.

Some other related works include [10] where the author uses article titles and categories of Wikipedia to identify document topics. In that method, the author first finds all the related Wikipedia articles to a document by matching their titles with the words of the document. Then, he selects categories assigned to these articles and ranks them, and finally chooses the categories with the highest weights as the topics of the document. [11] proposes a method that constructs a category-term matrix $C$ from Wikipedia exploiting categories and articles text. Then, for the input document a document-term matrix $D$ is constructed. They eventually, calculate the document-categories similarity matrix $S = DC^T$ in order to find the relevant topics of a document. Our method is different from the aforementioned works in that we use a probabilistic model that incorporates ontological concepts with data-driven topics in a unified framework.

Several other publications focused on combining ontological concepts with statistical topic models. In [12], the authors describe the Concept-Topic model (CTM), which combines human-defined concepts with LDA. The key idea in their framework is that both topics from the statistical topic models and concepts of the ontology are similarly represented by a set of “focused” words and they use this representation similarity as the key idea in their model. In [13], the authors extended their previous work and proposed the Hierarchical Concept-Topic model (HCTM), in order to leverage the known hierarchical structure among concepts. Our method is somewhat similar to [12, 13] in terms of exploiting ontologies in the topic models, yet it differs from them in that they model concepts where they are directly associated with words, whereas in our model, the concepts (Wikipedia categories) are not associated directly with words but associated with documents. Moreover, our method learns the probability distributions of Wikipedia categories over the vocabulary, exploiting the information provided by the background knowledge.

In this paper, we propose a probabilistic approach that exploits prior knowledge from the ontology concepts and integrates it with statistical topic modeling. DBpedia is used as the background knowledge, as it is a rich source of semantically related concepts organized into a category network. Concepts (categories) are directly associated with the documents, not words and Wikipedia articles with their assigned categories provide labeled features from which we can infer concept-word distribution.
that is later used to tag other documents, such as Web pages, news articles, and other online documents.

2 Related Work

Recently, automatic semantic tagging and annotation of documents has attracted a great deal of attention. Semantic annotation or ontology-based semantic tagging is an important component in Semantic Web that can certainly bring significant benefits to many text mining tasks, such as information retrieval [14] and text classification [15]. Thus, several attempts have been made to address this issue.

Most of the existing approaches for semantic annotation of documents have primarily focused on tagging entities and phrases appearing in the textual content, using a variety of techniques, such as Natural Language Processing (NLP), information extraction, and probabilistic methods. For example, [7] uses a conditional random fields (CRF) approach for semantic annotation. [8] introduces a system called SemTag to perform semantic tagging utilizing NLP techniques. In more recent works, [6] uses linguistic patterns and learning methods to discover entities in text and associate them to classes of an ontology. In [9], authors employ regular expression patterns for semantic annotation of documents.

Wikipedia’s category network has previously been used for document topic identification. In [10], the authors propose a method that uses Wikipedia article titles as well as the category network to identify topics of documents. [11] introduces a method where they first, construct a category-term matrix \( C \) from the Wikipedia categories and articles text. Then, they construct a document-term matrix \( D \) for the input document and as the final step, calculate the document-category similarity matrix \( S = DC^T \), in order to find the relevant topics of a document. Our work, presented in this paper, is different from all previous works, because we combine the ontological concepts with the probabilistic topic models within a unified framework.

Several authors have published their research results on methods that integrate concepts of an ontology with statistical modeling. As we already mentioned, [12] proposes a concept-topic model (CTM) which combines human-defined concepts with topic models. Topics from the statistical models and concepts of the ontology both represent sets of “focused” words that relate to some abstract notions. In [13], the authors describe a hierarchical concept-topic model (HCTM) that extends the CTM in [12] to integrate the hierarchical relations between the concepts. Our work presented in this paper, differs from the aforementioned works in that those previous works model the concepts that are associated directly with words of the documents, whereas we associate the concepts with documents and incorporate supervised data provided by concepts features into the LDA-based model to infer concept-word probability distribution. This is a transition from unsupervised topic models to a supervised setting, where labeled information for the concepts exists.

There are also prior works that use probabilistic model for tag recommendation [16, 17, 18, 19]. [16, 19] build an LDA model that uses resources and their associated tags previously assigned by users. Then, they represent each resource with the tags from topics discovered by LDA. The basic idea in [17, 18] is that each document is represented as set of textual features and its assigned tags. Then, the authors train a model from training data and use that model to output a ranked list of tags for new documents. Our proposed method is different from these prior works in that we do not use documents previously associated tags in our model to assign tags to documents.
We rely on the documents texts and prior knowledge from the ontology to identify most appropriate semantic tags for them.

The rest of this paper is organized as follows. We begin by presenting a brief overview of Latent Dirichlet Allocation (LDA), the state-of-art probabilistic topic modeling technique. In section 4, we describe our proposed sOntoLDA model and compare it with the standard LDA. We demonstrate the effectiveness of our proposed method in section 5. We present our conclusion and future work in section 7.

3 Probabilistic Topic Models

The latent Dirichlet allocation (LDA) [2] is a generative probabilistic model which has been extensively used for discovering topics or semantic content from a large collection of documents. LDA assumes that each document is made up of various topics, where each topic is a probability distribution over words. The graphical model of LDA is shown in Figure 1 and the generative process is as follows:

1. For each topic \( k \in \{1, 2, \ldots, K\} \),
   (a) Draw a word distribution \( \phi_k \sim \text{Dir}(\beta) \)

2. For each document \( d \in \{1, 2, \ldots, D\} \),
   (a) Draw a topic distribution \( \theta_d \sim \text{Dir}(\alpha) \)
   (b) For each word \( w_i \) of document \( d \),
      i. Draw a topic \( z_i \sim \text{Mult}(\theta_d) \)
      ii. Draw a word \( w_i \) from topic \( z_i, w_i \sim \text{Mult}(\phi_{z_i}) \)

where \( \alpha \) and \( \beta \) are parameters of the symmetric Dirichlet prior. In LDA, the words are generated from the topics and topics are generated from documents. In other words, the probability of a word \( w \) given a document \( d \) is defined as:

\[
P(w|d) = \sum_{j=1}^{K} P(w|z_j)P(z_j|d)
\] (1)
In the standard LDA model, the topic-word probability distributions $P(w|z)$ and document-topic distributions $P(z|d)$ are learned in an entirely unsupervised manner, without integrating any prior knowledge into the statistical framework. In the following section, we describe our sOntoLDA model, where we incorporate prior knowledge of an ontology, that is the DBpedia’s category network, into the LDA model.

4 Ontology-based Topic Models for Semantic Tagging

In this section, we formally introduce our model and describe how we integrate the prior knowledge from the DBpedia’s category network into the topic model.

Our objective is to tag (annotate) a corpus of documents with DBpedia (Wikipedia) categories to indicate their semantic content. We assume that documents are not assigned to any predefined categories. Consequently, we do not rely on or require such information in our sOntoLDA model. Our goal is to assign $k$ categories to each document as the topics of the document. This is fundamentally different from the supervised text classification task where a classifier is trained based on a training set of documents that have already been assigned to a fixed set of predefined categories and then used to predict the categories of previously unseen documents.

4.1 The sOntoLDA Topic Model

sOntoLDA is a generative topic model for semantic tagging of Web pages and other online documents. The key idea of our model is to integrate prior knowledge from the ontology concepts directly with topic models. The intuition is that the presence of words in documents can be described by both learned topics and human prior knowledge about the words. In standard LDA, word proportions of a topic are drawn from a symmetric Dirichlet distribution. However, in our proposed model, we modify the Dirichlet priors of topic-word distribution by encoding the background knowledge derived from the DBpedia (Wikipedia) hierarchical category network in the form a $\lambda$ matrix. The graphical representation of sOntoLDA model is illustrated in Figure 2 and the generative process is as follows:

1. For each Wikipedia category $c \in \{1, 2, \ldots, C\}$,
   (a) Draw a word distribution $\phi_c \sim \text{Dir}(\lambda_c \times \beta_c)

2. For each document $d \in \{1, 2, \ldots, D\}$,
   (a) Draw a category distribution $\theta_d \sim \text{Dir}(\alpha)
   (c) For each word $w_i$ of document $d$,
      i. Draw a category $c_i \sim \text{Mult}(\theta_d)
      ii. Draw a word $w_i$ from category $c_i$, $w_i \sim \text{Mult}(\phi_{c_i})$

The joint distribution of the model (hidden and observed variables) is:

$$P(\phi_1:C, \theta_1:D, z_1:D, w_1:D|\alpha, \beta, \lambda_1:C) = \prod_{j=1}^{C} P(\phi_j|\lambda_j \times \beta) \prod_{d=1}^{D} P(\theta_d|\alpha) \left( \prod_{n=1}^{N} P(z_{d,n}|\theta_d) P(w_{d,n}|\phi_{1:C}, z_{d,n}) \right)$$

(2)
Since the task is to tag documents with Wikipedia categories, the latent topics in our model that are associated to each document are Wikipedia categories, and a few most important ones are then used as document’s tags. Unlike LDA, we add an additional dependency link to the topic-word distribution $\phi$ through the matrix $\lambda$ of size $C \times V$ that we use to encode word prior knowledge.

4.2 Building Word-Category Prior Matrix $\lambda$

The first step in creating the $\lambda$ matrix is to prepare the DBpedia category network. Wikipedia has a massive categorization system, which is loosely organized in a hierarchical manner. It contains over 940,000 categories where relationships between the categories are represented using SKOS\(^1\) vocabulary in the DBpedia ontology. The relation between a Wikipedia article and a category is defined by the subject property of the Dublin Core\(^2\) vocabulary (prefixed by dcterms:). Moreover, a category’s parent and child categories are extracted by querying for the properties skos:broader and skos:broaderOf, respectively.

Each category in Wikipedia has a collection of articles placed within it. These articles provide labeled data from which we can infer category-word distributions in sOntoLDA. We use the aforementioned properties and extract these articles to represent each Wikipedia category. Thus, we create a vector of representative terms $\lambda_c$ for each category $c$ by merging the term vectors of articles defined under $c$. We assign a tf-idf weight $\delta^{(c)}_w$ to each term $w$ based on its significance to the category as follows:

$$\delta^{(c)}_w = tf_w \times \log \left( \frac{C}{cf_w} \right)$$  \hspace{1cm} (3)$$

where $tf_w$ is the number of occurrences of word $w$ in category $c$; $C$ is the total number of categories in Wikipedia and $cf_w$ is the number of categories that have this word.

\(^1\) http://www.w3.org/2004/02/skos/
\(^2\) http://dublincore.org/
Therefore, for each category $c$:

$$\lambda_c = \left[ \delta_{w_1}^{(c)}, \delta_{w_2}^{(c)}, \ldots, \delta_{w_V}^{(c)} \right]^T$$  \hspace{1cm} (4)

where $V$ is the size of the vocabulary and $\sum_{i=1}^V \delta_{w_i}^{(c)} = 1$. Using $\lambda_c$ as the $c$th column, we construct the $V \times C$ word-category matrix $\lambda$. This matrix encodes the prior knowledge about the words probabilities in various categories and incorporates this domain knowledge into the topic model. For example, suppose the word “RDF” has a very high weight in the category “Semantic Web”. Thus, this word has a much higher probability to be drawn from the “Semantic Web” category word distribution in Eq. 8, which indicates that documents having the word “RDF” are more likely related to the topic “Semantic Web”.

We also encode the hierarchical structure of the categories into the word-category matrix $\lambda$ as it augments the amount of information associated with each category and increases the generality of the categories (topics) assigned to documents. In order to do that, we enhance the vector of representative terms for each category of interest with the set of term-mapping vectors associated to the descendent categories in the hierarchy of categories under the category of interest. For example, we add the term-vectors that are associated to “Knowledge representation” and “Machine learning” categories to the “Artificial intelligence” category, as they both are sub-categories of “Artificial intelligence” in the Wikipedia hierarchical category network. This includes all of the sub-categories in the hierarchy down to a specific level $\ell$. Based on our initial experiments, we empirically restrict the hierarchy height to $\ell = 3$. The reasons for this restriction are: (1) going down deeper and adding more sub-categories makes the $\lambda$ matrix larger and accordingly, computing the $sOntoLDA$ parameters computationally more expensive, and (2) although increasing the sub-categories’ information enhances the quantity of information related to the main category, it also augments the amount of noise. By noise, we mean a subset of sub-categories that becomes very particular and contains information that is specifically related to the sub-categories, but not related to the main category. For instance, “Speech synthesis software” is a sub-category of the “Health” category if $\ell = 6$, but this category primarily includes articles and sub-categories that are more related to “Technology” category.

4.3 Parameter Estimation using Gibbs Sampling

Since the posterior inference of $sOntoLDA$ is intractable, we need to find an algorithm for estimating this posterior inference. A variety of algorithms have been used to estimate the parameters of topic models, such as variational EM [2] and Gibbs sampling [20]. In our $sOntoLDA$ topic model presented in this paper, we use the collapsed Gibbs sampling procedure. Collapsed Gibbs sampling [20] is a Markov Chain Monte Carlo (MCMC) algorithm, which constructs a Markov chain over the latent variables in the model and converges to the posterior distribution after a number of iterations. In our case, we aim to construct a Markov chain that converges to the posterior distribution over $c$ conditioned on the observed words $w$, word-category prior matrix $\lambda$ and hyperparameters $\alpha$ and $\beta$.

We derive the posterior inference from Eq. 2 as follows:

$$P(c|w, \lambda, \alpha, \beta) = \frac{P(c, w|\lambda, \alpha, \beta)}{P(w|\lambda, \alpha, \beta)} \propto P(c, w|\lambda, \alpha, \beta) \propto P(c)P(w|\lambda, c)$$  \hspace{1cm} (5)
where

\[
P(c) = \left( \frac{\Gamma(C\alpha)}{\Gamma(\alpha)^C} \right) \frac{1}{\prod_{d=1}^{D} \prod_{c=1}^{C} \frac{\Gamma(n_{d}^{(c)} + \alpha)}{\Gamma(\sum_{c'}(n_{d,c'}^{(c)} + \alpha))}}
\]

\[
P(w|\lambda, c) = \left( \frac{\Gamma(\sum_{w=1}^{V} \lambda_{w}\beta)}{\prod_{w=1}^{V} \Gamma(\lambda_{w}\beta)} \right) \frac{1}{\prod_{c=1}^{C} \prod_{w=1}^{V} \frac{\Gamma(n_{w}^{(c)} + \lambda_{wc}\beta)}{\Gamma(\sum_{w'}(n_{w'}^{(c)} + \lambda_{w'c}\beta_{w'}))}}
\]

\[
P(c_{i} = c|w_{i} = w, c_{-i}, w_{-i}, \lambda, \alpha, \beta) \propto \frac{n_{k_{i}}^{(d)} + \alpha_{c}}{\sum_{c'}(n_{d,c'}^{(d)} + \alpha_{c'})} \frac{n_{w}^{(c)} + \lambda_{wc}\beta_{w}}{\sum_{w'}(n_{w'}^{(c)} + \lambda_{w'c}\beta_{w'})}
\]

where \(n_{w}^{(c)}\) is the number of times the word \(w\) is assigned to the concept \(c\). \(n_{k}^{(d)}\) denotes the number of times the concept \(c\) is associated with the document \(d\). The subscript \(-i\) indicates that the contribution of the current word \(w_{i}\) being sampled is disregarded. Instead of using symmetric estimation of the parameters \(\alpha\), we use the moment matching methods [21] to approximate these parameters.

After Gibbs sampling, we can use the sampled categories to estimate the probability of a category, given a document \(\theta_{cd}\) and the probability of a word, given a category \(\phi_{wc}\):

\[
\theta_{cd} = \frac{n_{k}^{(d)} + \alpha_{c}}{\sum_{c'}(n_{d,c'}^{(d)} + \alpha_{c'})} \quad \phi_{wc} = \frac{n_{w}^{(c)} + \lambda_{wc}\beta_{w}}{\sum_{w'}(n_{w'}^{(c)} + \lambda_{w'c}\beta_{w'})}
\]

### 5 Experiments

In order to test sOntoLDA, we performed two different types of experiments. In the first experiment, we focused on how well the proposed method is able to predict the categories of a collection of the Wikipedia articles. Here, we were able to compare the quality of the sOntoLDA-generated tags (categories) to those assigned by the Wikipedia’s human curators. In the second experiment, we assigned Wikipedia categories to a corpus of Reuters news articles and investigated the relevance the top-\(k\) topics assigned to the documents, as compared to the pre-assigned categories of the Reuters documents.

Wikipedia is an enormous knowledge base consisting of millions of articles (over 5,000,000 in the English language section, as of this writing) and nearly a million of categories (940,000). Using the full set of articles and categories (category network) included in Wikipedia is computationally very expensive. Thus, we selected a subset of categories and their associated articles that were relevant to our datasets. We created a topic graph from Wikipedia hierarchical category graph for each of the main categories, including Business, Applied Sciences, and Health. For each category’s sub-graph, we restricted the levels of hierarchy to three and removed the Wikipedia administrative and maintenance categories. The final topic graph, which we used as the prior knowledge, was the union of these three topic graphs. For each category in the final topic graph, we retrieved all of the associated articles that had at least 200 words. The final topic graph included \(C\) = 1,353 categories, the vocabulary of size...
\( V = 99,665 \) (excluding punctuation, stopwords, numbers, and words occurring fewer than 5 times in the corpus) and \(|A| = 30,300 \) articles. From the final topic graph, we constructed the \( \lambda \) matrix of size 1353 \( \times \) 99665.

### 5.1 Tagging Wikipedia Articles

For this experiment, we first extracted the Wikipedia categories and sub-categories (1,353 of them) from the three main categories, including BUSINESS, APPLIED SCIENCES, and HEALTH. We then randomly selected 5 articles from each category and constructed an initial corpus of \(|D_{\text{initial}}| = 6,765 \) articles. Then, we divided the corpus into a training set (80\%) and a test set (20\%) and retrieved the corresponding Wikipedia articles. The final sizes of the training and test sets was \(|D_{\text{train}}| = 3,142\) and \(|D_{\text{test}}| = 725 \) documents, respectively. We used the training dataset to estimate the parameters of the sOntoLDA topic model. We assumed the symmetric Dirichlet prior and set \( \alpha = 50/C \) and \( \beta = 0.01 \), respectively. We ran the Gibbs sampling algorithm for 500 iterations and computed the posterior inference after the last sampling iteration.

After estimating the parameters of sOntoLDA, we ran the model on the previously unseen documents of the test set and assigned the top-\( k \) categories to each document, using Eq. 9. Then, we evaluated how many of the official (i.e., curator-assigned) categories of each document have been assigned by sOntoLDA, which we called the “exact match”.

In order to quantitatively measure the quality of the assigned categories (tags) we adopted the Precision@\( k \) and Mean Average Precision (MAP) measures, which have been widely used in the area of information retrieval [22]. We also utilized the Coverage metric described in [23]. Precision@\( k \) is the percentage of correctly identified categories among top-\( k \) categories in the test documents. In other words, this metric assesses how many relevant/irrelevant categories are retrieved at top-\( k \) ranks and is defined as follows:

\[
\text{Precision}@k = \frac{1}{|Q|} \sum_{i=1}^{\left| \mathcal{C} \right|} \frac{\left| \mathcal{C}_i \cap \mathcal{R}_i \right|}{k}
\]  

where \(|Q|\) is the number of test documents and \(\left| \mathcal{C}_i \right|\) is the number of official categories retrieved among the top-\( k \) categories. Note that if \( k \) is smaller than the number of official categories, we presume that there are only \( k \) official categories.

The measurement values are represented in Table 2, and Figure 3 illustrates the corresponding plot of the evaluation results of “exact match” for the Wikipedia dataset. It shows that on average 65\% of the official categories have been retrieved among the top-10 categories, and the percentage of the Precision grows to 72\% as we increase the number of the top-\( k \) categories assigned to documents to \( k = 30 \). It should be noted that the top categories are immediate official categories assigned to each document in the Wikipedia’s hierarchical category network.

The other metric that we used in our evaluation was the Mean Average Precision (MAP), which measures how well the retrieved relevant categories are ranked at top-\( k \). It is formally defined as follows:

\[
\text{MAP}(Q) = \frac{1}{|Q|} \sum_{j=1}^{m_j} \frac{1}{m_j} \sum_{k=1}^{\left| \mathcal{C}_j \right|} \text{Precision}(\mathcal{R}_{jk})
\]  

where \( j \) indicates the official categories retrieved among the top-\( k \) categories. Note that if \( k \) is smaller than the number of official categories, we presume that there are only \( k \) official categories.
Fig. 3: Precision, Coverage and MAP of EXACT MATCH for Wikipedia Dataset.
Tab. 2: Precision, Coverage and MAP values of “exact match” for Wikipedia Dataset.

<table>
<thead>
<tr>
<th>Top-k</th>
<th>Precision</th>
<th>Coverage</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.479</td>
<td>0.479</td>
<td>0.479</td>
</tr>
<tr>
<td>2</td>
<td>0.509</td>
<td>0.584</td>
<td>0.494</td>
</tr>
<tr>
<td>3</td>
<td>0.559</td>
<td>0.645</td>
<td>0.516</td>
</tr>
<tr>
<td>4</td>
<td>0.586</td>
<td>0.68</td>
<td>0.533</td>
</tr>
<tr>
<td>5</td>
<td>0.605</td>
<td>0.698</td>
<td>0.548</td>
</tr>
<tr>
<td>10</td>
<td>0.648</td>
<td>0.744</td>
<td>0.592</td>
</tr>
<tr>
<td>15</td>
<td>0.678</td>
<td>0.775</td>
<td>0.617</td>
</tr>
<tr>
<td>20</td>
<td>0.702</td>
<td>0.799</td>
<td>0.636</td>
</tr>
<tr>
<td>25</td>
<td>0.71</td>
<td>0.804</td>
<td>0.65</td>
</tr>
<tr>
<td>30</td>
<td>0.719</td>
<td>0.811</td>
<td>0.661</td>
</tr>
</tbody>
</table>

Tab. 3: Precision, Coverage and MAP values of “Hierarchical match” for Wikipedia Dataset.

<table>
<thead>
<tr>
<th>Top-k</th>
<th>Precision</th>
<th>Coverage</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.527</td>
<td>0.527</td>
<td>0.527</td>
</tr>
<tr>
<td>2</td>
<td>0.568</td>
<td>0.644</td>
<td>0.547</td>
</tr>
<tr>
<td>3</td>
<td>0.619</td>
<td>0.704</td>
<td>0.571</td>
</tr>
<tr>
<td>4</td>
<td>0.661</td>
<td>0.75</td>
<td>0.594</td>
</tr>
<tr>
<td>5</td>
<td>0.688</td>
<td>0.771</td>
<td>0.613</td>
</tr>
<tr>
<td>10</td>
<td>0.749</td>
<td>0.832</td>
<td>0.671</td>
</tr>
<tr>
<td>15</td>
<td>0.782</td>
<td>0.859</td>
<td>0.703</td>
</tr>
<tr>
<td>20</td>
<td>0.81</td>
<td>0.88</td>
<td>0.727</td>
</tr>
<tr>
<td>25</td>
<td>0.824</td>
<td>0.887</td>
<td>0.746</td>
</tr>
<tr>
<td>30</td>
<td>0.834</td>
<td>0.895</td>
<td>0.76</td>
</tr>
</tbody>
</table>

where $|Q|$ is the number of test documents, $m_j$ is the number of relevant categories for document $j$. $\text{Precision}(R_{jk})$ is the $\text{Precision}@k$ of document $j$. The higher the $\text{MAP}$, the more relevant are the top-$k$ categories ranked.

Similarly to Precision, we calculated the $\text{MAP}$ for different numbers of top-$k$ categories, ranging from 1 to 30. As shown in Figure 3, the $\text{MAP}$ at top-10 categories is 59% and increases to 66% for $k = 30$.

Coverage is the proportion of the documents for which the method has found at least one Hit and is defined as follows:

$$\text{Coverage} @k = \frac{\# \text{documents with at least one Hit at rank} \leq k}{\# \text{documents}}$$

(12)

As illustrated in Figure 3, we can see that our proposed method recognized at least one official category for 55% of the examined documents within the first top-5 categories and it grows to over 66% for $k = 30$.

The above results are for the “exact match” and are based on the constraint that
Fig. 4: Precision, Coverage and MAP of HIERARCHICAL MATCH for Wikipedia Dataset.
only the official categories must be among the top categories. However, in Wikipedia, the categories are hierarchically related via “sub-category” relation. In other words, the structure of the Wikipedia categorization systems and the relationships between the categories are represented by SKOS properties, including skos:broader and skos:broaderOf. Moreover, there are thousands of very fine-grained, specific categories created and assigned to Wikipedia articles. These highly specific categories may not be of high interest to users or not be quite informative and meaningful. For example, the Wikipedia article “Semantic Web” contains several categories, including “Internet ages”. This category is very specialized and only assigned to two articles. But, one of its super-categories, “World wide web” is more general and informative, which makes it more likely to be interesting to users and a better choice for tagging documents. As another example, the article “Tim Berners-Lee” involves 31 categories, including “Fellows of the British Computer Society”. This category is very particular and possibly not suitable enough for tagging, as opposed to “Information technology”, which is one of its ancestor categories and a better choice for tagging the article. Although the results for the “exact match” indicate that sOntoLDA works really well, it would be a better approach to also consider the super-categories of official categories as suitable tags for documents.

If we relax the constraint of only considering the official, exact categories, and take into account also their super-categories, which we call “Hierarchical match”, Precision, Coverage and MAP improve approximately 5–12%, 5–10% and 5–10%, respectively. The values of these measurements are presented in Table 3. Figure 4 shows the results when Hierarchical match is taken into consideration.

5.2 Example of Tagging a Wikipedia Article

As an example, Table 4 shows the top five categories that our sOntoLDA model assigned as tags to the article “Tooth brushing”. In Wikipedia, only a single official category “Oral hygiene” is assigned to this article, which our method has identified as the top category with the highest probability. The only official category has received roughly four times the probability of the second category, and except for the “Chiropractic treatment techniques” category, which might not be very relevant, the other categories are strongly related to the main category “Oral hygiene” and, correspondingly, to the more general category of “Health” by “super-category” relationship (skos:broader). Figure 5 shows some of the relationships between the top four categories and the article using the Wikipedia hierarchical network. The thickness of the ellipse encapsulating a category node is proportional to the probability of the category given the article.

5.3 Tagging Evaluation

To evaluate our method on a real-world document set, we selected a corpus of $D = 2,914$ documents from the Reuters’ news articles divided (by Reuters editors) into three main categories: Business, Science and Health. The reason we chose our corpus from these categories was that our prior knowledge was created out of the corresponding Wikipedia categories. We can also map the categories of the documents in this text corpus to their corresponding Wikipedia categories. It should be noted that the number of categories tagged to each document in the Reuters corpus was at least 1 and at most 3. Therefore, in order to be able to directly evaluate the performance of top-$k$ Wikipedia categories assigned to these documents via our method,
Table 4: Top 5 categories selected for the article “Tooth brushing”.

<table>
<thead>
<tr>
<th>Category</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oral hygiene</td>
<td>0.1533</td>
</tr>
<tr>
<td>Dentistry</td>
<td>0.0478</td>
</tr>
<tr>
<td>Self care</td>
<td>0.0403</td>
</tr>
<tr>
<td>Personal hygiene products</td>
<td>0.0302</td>
</tr>
<tr>
<td>Chiropractic treatment techniques</td>
<td>0.0227</td>
</tr>
</tbody>
</table>

we employed the “Hierarchical match” method used for the Wikipedia dataset. For each main category, not only the corresponding Wikipedia category but also all the descendent categories resulting from the sub-graph of that main category were considered as the correct topics of the document. For example, if one of the top-k categories of a test document was “Scientific phenomena”, this document was classified under the “Science” category, because “Scientific phenomena” is a descendent of the “Science” category in the Wikipedia’s hierarchical category network. Similarly to the first experiment, we pre-processed the dataset by removing the punctuation, stopwords, numbers, and words appearing fewer than five times in the corpus. We need to note that any word found in $D$, which was not defined in the matrix $\lambda$ was considered to be out-of-vocabulary and removed from $D$.

In this experiment, we did not train sOntoLDA on a training set and run it on a test set but directly estimated the sOntoLDA parameters using the entire corpus and evaluated its performance utilizing the same metrics, described in the previous section. The results are shown in Figure 6 and the measurement values are presented in Table 5. The results indicate that our sOntoLDA topic model performs very well on various types of documents. An important difference can be seen for the Precision@1 which is 62% for the Reuters corpus while it achieves 53% on Wikipedia collection. Similarly as shown in Figure 6, the Mean Average Precision (MAP) is 62% at top-1, which explains that the top categories are very relevant. Regarding Coverage, we can see that our method finds at least a relevant category (tag) for 96% of documents among the top-5 categories, which is 77% for Wikipedia dataset. For most documents in this dataset $k = 1$ which explains why Precision and Coverage lines nearly overlap. This experiment demonstrates a superior coverage over the entire document collection and a much greater ability to identify broader categories (topics). The prior knowledge about the words probabilities in diverse categories encoded in the $\lambda$ matrix leads to better document modeling and semantic tagging, which demonstrates the power of the prior knowledge.

5.4 Examples of Topics and Word Distributions

In this section, we present some examples of the topics from both datasets and their probability distributions over the vocabulary. Note that, as mentioned in previous sections, topics of the model are the same as Wikipedia categories. Thus, we essentially find the distributions of Wikipedia categories over the words by learning the topics of sOntoLDA.

Table 6 describes examples of five topics as learned by the sOntoLDA model from
Fig. 5: Relations between the top 4 Wikipedia categories assigned to the article “Tooth brushing”.

Wikipedia dataset. Each topic is extracted from a sample at the 500th iteration of the Gibbs sampler. The total number of topics in the model was equalized to the number of categories in the Wikipedia hierarchical ontology, $C = 1,353$. Each topic is represented by top 10 words most likely to be generated conditioned on the topic. The first row of the table shows the titles Wikipedia categories (topics).

Considering the title of each topic and topical words, we can see that our topic model has qualitatively produced coherent results. For each topic, we italicized and marked in red the incorrect topical words (although this is a subjective task and we do not expect everybody to accept it, but we relied on two human judges).

Table 7 illustrates similar types of results for 5 selected topics from Reuters dataset, where again incorrect topical words are shown in italics and marked red. However, since the $\lambda$ matrix is constructed based on the vocabulary of the Wikipedia category network and many words of the Reuters dataset vocabulary may not occur in $\lambda$ and consequently be discarded, it is more likely (as shown in Table 7) that top words of topics include more general and incorrect words.
Fig. 6: Precision, Coverage and MAP for Reuters Dataset.

Tab. 5: Precision, Coverage and MAP values of “Hierarchical match” for Reuters Dataset.

<table>
<thead>
<tr>
<th>Top-k</th>
<th>Precision</th>
<th>Coverage</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.617</td>
<td>0.617</td>
<td>0.617</td>
</tr>
<tr>
<td>2</td>
<td>0.795</td>
<td>0.808</td>
<td>0.706</td>
</tr>
<tr>
<td>3</td>
<td>0.897</td>
<td>0.899</td>
<td>0.77</td>
</tr>
<tr>
<td>4</td>
<td>0.935</td>
<td>0.935</td>
<td>0.811</td>
</tr>
<tr>
<td>5</td>
<td>0.964</td>
<td>0.964</td>
<td>0.842</td>
</tr>
<tr>
<td>10</td>
<td>0.995</td>
<td>0.995</td>
<td>0.915</td>
</tr>
<tr>
<td>15</td>
<td>0.999</td>
<td>0.999</td>
<td>0.942</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1</td>
<td>0.957</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>1</td>
<td>0.965</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>1</td>
<td>0.971</td>
</tr>
</tbody>
</table>
Tab. 6: An example of top-10 words for 5 categories (topics) in Wikipedia Dataset

<table>
<thead>
<tr>
<th>Taxation</th>
<th>Bankruptcy</th>
<th>Space Medicine</th>
<th>Pharmacology</th>
<th>Sports Business</th>
</tr>
</thead>
<tbody>
<tr>
<td>rate</td>
<td>security</td>
<td>solar</td>
<td>patients</td>
<td>games</td>
</tr>
<tr>
<td>pay</td>
<td>bankruptcy</td>
<td>lunar</td>
<td>treatment</td>
<td>teams</td>
</tr>
<tr>
<td>paid</td>
<td>secured</td>
<td>disturbances</td>
<td>effects</td>
<td>sport</td>
</tr>
<tr>
<td>taxes</td>
<td>creditors</td>
<td>astronauts</td>
<td>efficacy</td>
<td>club</td>
</tr>
<tr>
<td>dividend</td>
<td>payment</td>
<td>mmhg</td>
<td>pharmacists</td>
<td>promotion</td>
</tr>
<tr>
<td>levied</td>
<td>debts</td>
<td>spaceflight</td>
<td>therapeutic</td>
<td>clubs</td>
</tr>
<tr>
<td>taxpayer</td>
<td>bankrupt</td>
<td>weightless</td>
<td>compounding</td>
<td>championship</td>
</tr>
<tr>
<td>irs</td>
<td>priority</td>
<td>garn</td>
<td>pharmacological</td>
<td>fans</td>
</tr>
<tr>
<td>made</td>
<td>estate</td>
<td>skylab</td>
<td>antidepressants</td>
<td>season</td>
</tr>
<tr>
<td>years</td>
<td>creditor</td>
<td>astronomical</td>
<td>due</td>
<td>fan</td>
</tr>
</tbody>
</table>

Tab. 7: An example of top-10 words for 5 categories (topics) in Reuters Dataset

<table>
<thead>
<tr>
<th>Taxation</th>
<th>Bankruptcy</th>
<th>Space Medicine</th>
<th>Pharmacology</th>
<th>Sports Business</th>
</tr>
</thead>
<tbody>
<tr>
<td>taxes</td>
<td>claims</td>
<td>risk</td>
<td>patients</td>
<td>million</td>
</tr>
<tr>
<td>asset</td>
<td>settlement</td>
<td>acute</td>
<td>patient</td>
<td>screens</td>
</tr>
<tr>
<td>corporations</td>
<td>property</td>
<td>ros</td>
<td>large</td>
<td>premier</td>
</tr>
<tr>
<td>stamp</td>
<td>pay</td>
<td>disturbances</td>
<td>number</td>
<td>fan</td>
</tr>
<tr>
<td>taxation</td>
<td>loan</td>
<td>crewmembers</td>
<td>years</td>
<td>fans</td>
</tr>
<tr>
<td>roads</td>
<td>equity</td>
<td>including</td>
<td>longer</td>
<td>bing</td>
</tr>
<tr>
<td>levies</td>
<td>judgment</td>
<td>made</td>
<td>make</td>
<td>giants</td>
</tr>
<tr>
<td>based</td>
<td>petition</td>
<td>early</td>
<td>made</td>
<td>attendance</td>
</tr>
<tr>
<td>make</td>
<td>transactions</td>
<td>years</td>
<td>cognizant</td>
<td>years</td>
</tr>
<tr>
<td>large</td>
<td>liabilities</td>
<td>include</td>
<td>eventually</td>
<td>longer</td>
</tr>
</tbody>
</table>
6 Classifying the Tagged Documents

We evaluated our method on a Wikipedia dataset as well as a collection of documents from Reuters news articles. In case of the Wikipedia dataset, one or more categories from the Wikipedia category network have been assigned to each article by Wikipedia editors. These categories can later be used to evaluate our proposed method and measure the performance straightforwardly. However, there are no such Wikipedia categories pre-assigned to articles in the Reuters dataset, which makes the performance analysis of our method more difficult. Hence, for further assessment of the proposed method, we have set up another experiment. For this experiment, we considered the same corpus as the one used in section 5.3. In this experiment, we first created a gold standard by classifying the corpus of documents into their predefined categories based solely on their content (we used three standard text classification methods). Subsequently, we generated semantic tags for all the documents using our method. Now we treated documents as composed of tags only (i.e., a document was regarded as a bag of tags). We classified the tag-represented documents again and investigated how well semantic tags described the categories of the documents by comparing the results with the classification results based on the full content of the documents (i.e., the gold standard).

Tagging web resources and online documents can significantly benefit many other information access tasks: (a) tagging facilitates future retrieval of documents; and (b) it can be used to categorize, summarize and share documents in an effective way. One of primary applications of tagging is that it enables us to automatically classify web pages into semantic categories, which consequently enhances searching and browsing on the Web. In this section, we demonstrate how semantic tags can be used to benefit the automatic classification of Web documents. For evaluation, we created a gold standard by classifying the documents via various classification algorithms taking only the text of the documents into account. It allows us to draw quantitative conclusions about how semantic tags, assigned by our proposed method, are beneficial in Web document classification. In addition, this evaluation also shows that our method generates and assigns appropriate semantic tags to documents.

We define the web document classification task as follows:

1. Create a gold standard to compare against by utilizing the original text (bag of words $B_w$) of the documents.

2. Given a collection of documents represented by their top-$k$ semantic tags (bag of tags $B_t$), classify the documents into their predefined categories using different classification algorithms.

3. Compare the outputs produced by tag-represented classification to the gold standard results using Precision, Recall and F-Measure evaluation metrics.

Following this setup, we obtained the results according to our evaluation metrics that reveal two interesting observations. First, the results show that our proposed method generates and assigns appropriate semantic tags to documents. Second, the results also demonstrate that using a bag of tags instead of a bag of words not only gives us comparable categorization results, but also significantly reduces the training and testing time. It is because representing the documents by bag of tags substantially decreases the size of the vocabulary, which consequently lowers the classification time.
6.1 Creating a Gold Standard

In order to derive the gold standard, we use the text of documents. Each document consists of a bag of words from a word vocabulary $W$. Since the documents are divided into three main categories (labels) — Business, Science and Health — each document $d \in D$ has $l_i$ labels where $1 \leq l_i \leq 3$. For example, a document that talks about the business aspects of a technology, belongs to both categories “Business” and “Science”. Thus, to derive the gold standard, we have to choose a multi-label classification approach. For multi-label classification, there is a large body of prior work, which has been well-explained in the literature (e.g. see [24, 25, 26]). Most approaches have employed some variation of “binary problem transformation” technique to alter the multi-label classification problem to a set of binary-classification problems, each of which can then be solved using a proper binary classifier. We employed a method in which $L$ independent binary classifiers are trained, one classifier for each label. We included the decision trees, naïve Bayes and Support Vector Machine (SVM) as the binary classifiers in our evaluation [27]. We used Weka [28] to perform classifications.

6.2 Tag-represented Document Classification

The sOntoLDA topic model generates top-$k$ tags for documents of the corpus. We first construct a tag vocabulary $V$ consists of all the words extracted from the set of tags $T$ assigned to the entire collection. We then, represent each document of a corpus as a bag of top-$k$ semantic tags. In other words, we model each document $d$ in the collection $D$ using a bag of tags $B_t$, i.e., $d = \{w_1, w_2, \ldots, w_V\}$, where $V$ is the size of the tag vocabulary. We run the same three supervised classification algorithms, decision trees, naïve Bayes and SVM, on the tag-represented document collection.

6.3 Evaluation Metrics

We chose to compare the classification results of tag-represented documents with the outputs of the model that classifies the corpus considering only the text of the documents using the Precision, Recall and F-Measure evaluation metrics [22].

For binary classification problems, precision, recall and F-Measure are defined as:

$$Prec = \frac{TP}{TP + FP} \quad (13)$$

$$Rec = \frac{TP}{TP + FN} \quad (14)$$

$$F1 = 2 \times \frac{precision \times recall}{precision + recall} \quad (15)$$

where $TP$ is the number of true positives, $FP$ is the number of false positives, and $FN$ is the number of false negatives. In a multi-label classification problem, let $TP_i$, $FP_i$ and $FN_i$ be the number of true positive, false positive and false negative for label $i$, respectively. The precision and recall are then according to [29] defined as:
$$\text{Prec} = \frac{\sum_i TP_i}{\sum_i TP_i + \sum_i FP_i} \quad (16)$$

$$\text{Rec} = \frac{\sum_i TP_i}{\sum_i TP_i + \sum_i FN_i} \quad (17)$$

### 6.4 Evaluation Results

Table 8 presents the results of the multi-label classification using 10-fold cross validation. As can be seen, SVM produced the best results for both the original document collection as well as tag-represented documents. Moreover, we notice that the performance of the algorithm on the tag-represented corpus is comparable to the model that only takes the text of documents into account, and the difference is less than 4% for all the evaluation metrics. More interestingly, because the size of the tag vocabulary $V$ is order of magnitude smaller than the word vocabulary $W$, the time of training and testing is significantly lower and classification is much faster. Hence, many text processing tasks can benefit from the semantic tags assigned to the documents. Table 9 shows the performance measures of each binary classifier individually for both the original corpus as well as tag-represented documents.

Tab. 8: Multi-label classification Precision, Recall and F-Measure values of different algorithms.

<table>
<thead>
<tr>
<th></th>
<th>Original Corpus</th>
<th>Tag-represented Corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.881</td>
<td>0.903</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.886</td>
<td>0.942</td>
</tr>
<tr>
<td>SVM</td>
<td>0.921</td>
<td>0.931</td>
</tr>
</tbody>
</table>

### 7 Conclusions

In this paper, we presented a probabilistic topic model, sOntoLDA, that integrates prior knowledge from the DBpedia hierarchical category network with statistical topic modeling into a single framework. We employed our model for semantic annotation of Web pages and online documents with Wikipedia categories. Experimental results demonstrate the effectiveness and robustness of the proposed method when applied on various domains of text collections. We observed that utilizing the prior knowledge about the words probabilities (tf-idf weights) obtained from the Wikipedia’s hierarchical ontology encoded in the $\lambda$ matrix can be successfully used for semantic tagging of documents, which is an important step towards Semantic Web.

There are many interesting future extensions to this work. We did not take into account the hierarchical structure of the Wikipedia categories directly in the topic model. Thus, exploring richer topic models that consider the hierarchical relations between the categories in the models would be an interesting future work. It also would be interesting to investigate the usage of this model for the text classification task. [30]
Tab. 9: Precision, Recall and F-Measure values of different algorithms.

<table>
<thead>
<tr>
<th></th>
<th>Original Corpus</th>
<th></th>
<th>Tag-represented Corpus</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F-Measure</td>
<td>Precision</td>
</tr>
<tr>
<td>Business</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.809</td>
<td>0.807</td>
<td>0.808</td>
<td>0.748</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.858</td>
<td>0.838</td>
<td>0.840</td>
<td>0.819</td>
</tr>
<tr>
<td>SVM</td>
<td>0.839</td>
<td>0.839</td>
<td>0.839</td>
<td>0.803</td>
</tr>
<tr>
<td>Health</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.949</td>
<td>0.95</td>
<td>0.949</td>
<td>0.886</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.953</td>
<td>0.953</td>
<td>0.952</td>
<td>0.931</td>
</tr>
<tr>
<td>SVM</td>
<td>0.969</td>
<td>0.969</td>
<td>0.969</td>
<td>0.937</td>
</tr>
<tr>
<td>Science</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.868</td>
<td>0.869</td>
<td>0.868</td>
<td>0.792</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.903</td>
<td>0.902</td>
<td>0.902</td>
<td>0.858</td>
</tr>
<tr>
<td>SVM</td>
<td>0.938</td>
<td>0.938</td>
<td>0.938</td>
<td>0.863</td>
</tr>
</tbody>
</table>
introduced an ontology-based text classification, which, in contrast to the traditional supervised text classification methods, did not need a training set. Since the topic models are naturally unsupervised techniques, exploring the possibilities of developing topic models, where topics of interest are defined based on ontological concepts included in DBpedia, Freebase, and other ontologies, would be a promising direction for the future work. Another direction of research is to explore more generative topic models that incorporate hierarchical knowledge bases in the models for personalization and recommendation tasks [31].
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