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significant?

 Hint: variance



PCA Visualized

"GaussianScatterPCA" by —
Ben FrantzDale (talk)
(Transferred by ILCyborg) - PNG
version of gigantic SVGOwn
work (Original caption: “I created
this work entirely by myself.
(Originally uploaded on
en.wikipedia) -”). Licensed under
CC BY-SA 3.0 via Wikimedia
Commons -
http://commons.wikimedia.org/wi
Ki/File:GaussianScatterPCA.png
#mediaviewer/File:GaussianScat
terPCA.png
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resets in a distributed way
 What's a coreset?



Istributed PCA

ve too much data to hold In

Its principal components?

 How can we minimize noisy traffic over a
distributed system?

« Computation nodes V = { Vi,V .o V }

- Dataset: P={P,P_, ... P }



d 1: Local PCA

gonal entries of Di. Put them
a matrix Di(t) with all other values set to zero

What is Di“)?
. Calculate P=UD"(E)’
What is Pi“)?

» Broadcast Di(t) and Ei(t) across V



2. Global PCA

0T p O
[
over Si(t): S®

e eigenvectors for SY= EAE'
» Take the first t columns of E : EY
- Project P"”onto E"” : PYEY (E")’

. Concatenate all Pi(t)



Distributed Clustering

* The final result differs from the original data:

\We discarded less informative (translated)
dimensions, as per usual with PCA

Distributed PCA Is an approximation of the
centralized algorithm

e How do we ensure that the translated data still
resembles the original data points?



Distributed k-Means Clustering

* Theorem 1 implies that the [squared] distances
to a lower-dimension sub-space are
approximatelly equal when there are enough
components taken with respect to that space

 Theorem 2 places bounds on how much the
new data can differ from the old in terms of its
relation to arbitrary centers

» Theorem 3 places bounds on the amount of
communication over the network (it's
Independent of data set size/dimensionality)
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Number of Points Dimensionality



Experimental Setup

1) Generate a communication graph linking the
computation nodes (square grid pattern)

2) Construct a set of clusters using either a
distributed coreset algorithm (earlier paper) or
COMBINE on each projection dimensionality

3) Run Lloyd's algorithm with the
centers/coresets to partition the projected data

4) Run Lloyd's algorithm on the original data
5) Compare the results of 3 and 4




Results
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Thoughts

Ide applicability

paper is dense, but it remains
Ible

eriments fail to demonstrate any
comparative advantage of the PCA component
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