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ABSTRACT lower dimensional feature space such that the projection is insen-
The problem of appearance-based recognition of faces and facialitive to variations in ambient illumination, pose and facial ex-
expressions is addressed. Previous work on sliced inverse regrespression. Thus, the use of appropriate data dimensionality reduc-
sion (SIR) resulted in the formulation of an appearance-based facetion techniques is crucial in appearance-based recognition meth-
recognition technique termed 8&facethat is insensitive to large ~ 0ds. Note that appearance-based approaches to face recognition
variation in lighting direction and facial expressio8irfacewas preclude the use of ampriori model. In contrast to model-based
shown to be superior to the well knoviAisherfacetechnique, that approaches to face recognition where an explicit geometric and/or
is based on Fisher’s linear discriminant analysis (LDA), in terms of photogrammetric representation is needed, appearance-based ap-
both, dimensionality reduction and classification accuracy. How- proaches rely on the learning of an implicit model via selection of
ever, Sirfacg which relies only on first-order statistics, is shown sample images of the face under varying conditions of illumina-
to be poor at discriminating between facial expressions. A novel tion, pose, viewpoint and facial expression.
statistical data dimensionality reduction technique based on sliced  Techniques for appearance-based face recognition that are well
average variance estimation (SAVE) is shown to be effective in dis- described in the research literature include ones based on corre-
tinguishing between different facial expressions of the same face.lation, principal component analysis (termedEigenfacg, lin-
SAVE, which exploits the difference in second-order statistics be- ear subspace projection and Fisher’s linear discriminant analysis
tween the pattern classes, is shown to result in an optimal reducedtermed agFisherfacg. A comparison amongst these aforemen-
dimensional subspace for quadratic discriminant analysis (QDA). tioned techniques can be found in [1] whéfisherfaceis shown
The resulting appearance-based technique for recognition of facego be superior to the other techniques in terms of classification ac-

and facial expressions, termed®evefacgis experimentally com-  curacy and data dimensionality reduction. An improved version of
pared tcSirfacein terms of classification accuracy and data dimen- Fisherfacebased on sliced inverse regression (SIR) and termed as
sionality reduction. Sirfacewas presented in our previous work [7].
A common shortcoming of th&isherfaceand Sirfacetech-
1. INTRODUCTION niques is that they exploit only the difference in the first-order

statistics of the underlying pattern classes. If the distinguishing
Numerous algorithms have been proposed for appearance-basetgatures between the pattern classes cannot be adequately repre-
face recognition during the past few years. While much progress sented by first-order statistics, then performance of biéigher-
has been made toward recognizing faces under small variations irfaceandSirfacecan be expected to suffer. In this paper it is shown
lighting, facial expression and pose, reliable techniques for distin- that differences in first-order statistics (i.e., class means) cannot
guishing between facial expressions of the same face under varia@dequately distinguish between different facial expressions of the
tions of lighting and pose have proven elusive. In this paper, we same face. This provides the motivation for appearance-based
propose a new technique for appearance-based recognition of facegecognition methods that are capable of exploiting the differences
and facial expressions; one that is insensitive to large variations inin second- and higher-order statistics amongst the underlying pat-
ambient illumination and pose. Note that variation in ambient il- tern classes.
lumination includes not only variation in light intensity, but also In this paper, an appearance-based algorithm for recognition
variation(s) in the direction(s) and number of light sources. of faces and facial expressions, based on sliced average variance

Conventional approaches to appearance-based recognition oéstimation (SAVE) [2] and termed &avefaceis proposed. The

faces exploit two key observations: reduced dimensional subspace determine®ayefacds equiv-
(1) All the images of a Lambertian surface, taken from a fixed alent to the one obtained using quadratic discriminant analysis
viewpoint, but under varying illumination, lie in a 3-D linear sub- (QDA). SAVE is a fairly recent technique in the area of statistical
space of the high-dimensional image space [1]. regression [2] and its connection to QDA has been established only
(2) Due to shadowing, specularities and variations in facial ex- recently [4]. On account of its ability to exploit the differences in
pression, the above observation does not hold exactly under allsecond-order statistics between the pattern claSsaegfacés po-
situations. In practice, certain regions of the face may exhibit con- tentially more effective in distinguishing between different facial
siderable deviation from the aforementioned 3-D linear subspace.expressions of the same face compare&ittaceor Fisherface
Consequently, these regions of the face are less reliable for theSinceSirfacehas been shown to be superiofisherface{7], the
purpose of recognition [1]. primary aim of this paper is to compaBavefacdo Sirfacein the
The above observations are used to determine a linear projection otontext of appearance-based recognition of faces and facial ex-
the faces from the high-dimensional image space to a significantly pressions.



2. APPEARANCE-BASED FACE RECOGNITION eigenvalues span a reduced dimensional subspace of the original
p-dimensional space of the input data. It can be shown that the

The appearance-based face recognition problem can be simply staieduced dimensionalitd,;,, < ¢ — 1 for the pattern classifica-
as follows: Given a set of face images, each labeled with the per-tion problem [7]. The input data can be projected onto this re-
son’s identity (thelearning se} and an unlabeled set of face im-  duced dimensional subspace and classified therein. In the case of
ages from the same group of people (test se), identify the appearance-based face recognition, this data dimensionality reduc-
face of the person in each of the test images. The basic idea intion technique is termed &irface Kent [5] and Cook and Yin [4]
appearance-based face recognition is to first, use the learning sehave shown the equivalence of the reduced dimensional subspaces
to determine the classification rules and second, apply these clasdetermined by SIR and Fisher's LDA.
sification rules to label the face in each test set image with the Sliced average variance estimation (SAVE) [2] was also origi-
identity of the person. Formally, consider a setw$ample face  nally developed for data dimensionality reduction in statistical re-
images{X1,...,X, } where each image can be looked upon as a gression. Cook and Weisberg [2] considered the following ma-
point inp-dimensional image space. Assume that each face imagetrix expressed in the previously describ@dscale: Mgave =
belongs to one of classed, . .., c where the class label denotes  E(I — X, )? wherel is the identity matrix. The rank or dimen-
the face identity. Thus, we need to determine the classification sjon of Mgy is determined using singular value decomposition
rules that map each sample image pditin the p-dimensional  (SVD). The eigenvectors dVIsayg that correspond to its non-
image space onto the right class label; a classical pattern classizero eigenvalues also span a reduced dimensional subspace of the
fication problem. Note that is typically large;p = I x k for original p-dimensional space of the input data. Likewise, the in-
an image of sizé x k pixels. Hence it is desirable to reduce the put data can be projected onto this reduced dimensional subspace
p-dimensional image space to the smalléstimensional image  and classified therein. In the case of appearance-based face recog-
subspace that retains all the necessary classification informationnition, this data dimensionality reduction technique is termed as

Formally, we need to determinezax d matrix B where B" X Saveface In the context of pattern classification, let and ;
is the desiredl-dimensional image subspace such that each input denote the mean vector and covariance matrix for clashere
patternX; is assigned to the same class regardless of whether the; — 1, ... ¢. The response variable is given = 1, ..., cand
original p-dimensional image space or the redudedimensional the correspondingAvE matrix Msaye (in Z-scale) is given by:
image subspace is used. The subspace spanned byctiiemns
of B is termed the central discriminant subspace [4]. °n; )

Using the reduced-dimensional image subspace as described Msave = E ;(I -3 2)
above has several potential advantages. A reduced dimensional i=1

subspace serves to filter out the noisy or irrelevant portions of the K ) h ¢ I | h .
input image space thus reducing both the classification error rate. ©©0k and Yin [4] have formally developed the connection be-
and the computational complexity. Also,df< 3, one can visu- tvve_en SAVE and the CIaSS'.Cal .QDA n the sub_space sense. The
alize the sample data more easily. Although the input data in the OPtimal situation for classification using QDA is when the ran-

p-dimensional space are expressed in their original scale, termed0m variablesZ|Y” = 7 are normally distributed for each class
as theX-scale, it is more convenient to transform the input data to with different covariance matrices. Note that SAVE by itself does

. ~1 not require the assumption of normality of the random variables
an equivaleniZ-scale whereZ = 3y * (X — pux) and¥x and Z|Y = i for optimal classification. The subspace spanned by
px are the covariance matrix and mean vectoKofrespectively. Mgave can be shown to b8(I — ;,i = 1,...,c) [3] where
Here it is assumed that the mat%x is nonsingular. If£x is S(A) denotes the subspace spanned by the eigenvectors of matrix

singular then the dimensionality of the origirlis reduced using A with non-zero eigenvalues. Under the assumptions of normal-
prlnupal components gnaIyS|s (PCA) to the point where thg result- ity of the random variable&|Y = 4, Odell [8], Tubbset al. [9]

ing 3x becomes nonsingular. The use of &xscale as described  and Younget al.[10] have shown the equivalence of the subspaces
above allows for easy comparison of various dimensionality reduc- spanned byMsaye and the QDA matrix. Thus SAVE is equiva-

tion techniques. lent to QDA under assumptions of normality but is more general
than QDA since it does not require the assumption of normality of
3. SIRFACE AND SAVEFACE the random variable&|Y" = i for optimal classification.
When all the class covariance matrices are identical Xe~
Sliced inverse regression (SIR) [6] was originally developed for X for i = 1,...,¢, SAVE can be shown to be equivalent to
data dimensionality reduction in the context of statistical regres- SIR [6]; in which case th&avefacgechnique reduces to tigir-
sion. Let(Y;, X;) ¢ = 1,...,n be an input sample, wher¥ facetechnique. When not al£; = X, i.e. when the covariance

is a response variable aiXl is a predictor vector. Li [6] consid-  matrices contain class discriminatory information, it is possible
ered the inverse mean B X|Y) in the Z-scale described above  that the SIR matri?VIg g may not capture all the relevant discrim-
by constructing the SIR matrivg g = Var(E(Z|Y)) whereE inatory information that the SAVE matri¥sayg does. Broadly
denotes statistical expectation and Var the variance. In the contexispeaking, SIR captures the discriminatory information in the first
of pattern classification, the response variailés a categorical  (inverse) moment whereas SAVE captures the discriminatory in-

variable given byY =1, ..., c. The SIR matrix is given by formation in the first two (inverse) moments. Sin8&Mg|r) C
1 1 S(Msave), Savefacean be considered to be more comprehen-
Mgir = *Zf:mi(um?) = —S3B (2) sive thanSirface SAVE could also be looked upon as a general-
n n

ized version of QDA since it removes all the redundant information
wheren; is the number of images in the training set that belong to (along the eigenvectors that correspond to the zero eigenvectors of
classi andn = X§_n; is the total number of images in the train- Mgayg) Without requiring assumptions of normality. In a man-
ing set. The eigenvectors M g that correspond to its non-zero  ner similar toSirface Savefaceletermines the smallest number of



predictors needed for classification while allowing one to use dif-
ferent classifiers such as the nearest-neighbor classifier, maximum
likelihood classifier or the Bayesian classifier.

3.1. Test for determining the optimal reduced dimensionality 5 &

dsa’ue

In order to determine the reduced dimensionadity.., we ap-
ply singular value decomposition (SVD) to the mativksaye as
follows:

MSAVE:FT(](? 8)F 3) ,Qg gg;f
I is ap x p orthogonal matrix such th&” = (I'y,Ty) where ;-_—; . -
T isp x (p — d) matrix. D is ad x d diagonal matrix whose @ SR F—
elements\; > - .- > )4 are the eigenvalues &Isaye. Since
the optimum value ofl = dsqv. IS typically unknown, it needs ] ) ) ) ) )
to be estimated from the underlying data. Given all the ordered Fig. 1. Face images with varying facial expressions

eigenvalues of the sample matdsaye, the value off = dsave

is estimated to be the number of all the positive eigenvalues of the
sample matridMsave, such thath; > --- > A, > 0andAg 1 = Table 1. Performance oSavefacdor 3 different faces

0. The corresponding eigenvectd}s- - -[4 are the basis vectors F| D Nec | Nis | d | dsave | CP% | CA%
that span the reduced dimensional subspace. The best estimated 1 > 53 | 14 12 90.7 100
value ofd = dsqve IS the one such that the cumulative proportion / 47 | 20 16 88.4 100
of the ordered eigenvaluéﬁlzl)\?/Ef:l)\z2 and the corresponding 10 38 | 29 21 95.5 100
eigenvectors yield the best classification accuracy. Typically the S 60 | 14 14 100 17
search fowls... is Started at a cumulative proportion value of 75% 10 | 45 [ 29 29 100 97.8
and the value of! incremented until the classification accuracy | 3 S | 54 |14 14 100 | 944

reaches a predefined acceptable rate. 10 | 39 [ 29] 29 100 100
F: Face Number, D: Dataset Number
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4. EXPERIMENTAL RESULTS

In the first experiment, grayscale images of three different faces,

each face with three different facial expressions, are considered Of dataset 1, three values fdr namely, 10, 11, and 12, with cor-
Figure 1 shows the faces of a subject with three different facial ex- respondingC' P values of 75.8%, 83.2% and 90.7% respectively
pressions and two images for each facial expression. Each faciare shown. It can be seen that whén= 12, the classification
expression is treated as a single class. The goal is to identify theaccuracyC'A =100%. Hencelsq.. is chosen to bé2. The same
different expressions of the same face ushayefacandSirface procedure is followed for all the datasets from all subjects.

The results of the experiment are tabulated in Tables 1 and 2 re-  Inthe second experiment, the dataset consists of a combination
spectively. The notations used in Tables 1 and 2 are as follows.of different faces with different facial expressiorSavefaceand

N.: number of classes in each datas®¥t.: number of training Sirfaceare used to determine the face identity and facial expres-
samples per classy;s: humber of samples in the test datasét; sion as shown in Tables 4 and 5. Dataset 1 consists of 6 subjects

number of positive eigenvalues in the sampl/E matrix; dsqve: where each subject has 3 facial expressions and each facial expres-
the best estimated reduced dimensionality usAge; d;-: re- sion has 5 training samples. This results in a total of 90 training
duced dimensionality obtained using SIR, whickligv, —1; CP: images. The 6 different subjects are treated as 6 distinct pattern
cumulative proportion of eigenvalues from the samg@E ma- classes. Dataset 2 consists of 5 subjects, where each subject has 3
trix; and C A: classification accuracy. facial expressions and each facial expression has 10 training sam-
The results tabulated in Tables 1 and 2 show Saatefaceut- ples. This results in a total of 150 training images. Each facial ex-

performsSirfacein distinguishing between different facial expres- pression for each subject is treated as a single class, resulting in 15
sions of the same face. The classification accuracgafeface classes. For both experiments, the reduced dimensi@efoeface

is seen to improve monotonically with an increasing number of is chosen to be — 1 (the dimension corresponding to the small-
training samples per class (Table 1) as per expectation. The classiest non-zero eigenvalue is ignored) and the reduced dimension for
fication accuracy oirfacedoes not exhibit such a trend (Table 2).  Sirfaceis chosen to béV. — 1. From Tables 4 and 5 it can be seen
This shows that first-order statistics are not adequate to distinguishthatSirfaceoutperformsSavefaceThis seems counterintuitive be-
between different facial expressions of the same face; second- orcause theSirface dimensions are contained within ti8aveface
higher-order statistics are needed. Although the optimal reduceddimensions. Henc&avefaceshould be expected to outperform
dimensionality forSavefaces greater than that dirface(which Sirface However,Sirface captures mainly the mean differences

is 2 since each dataset has only 3 classes), it is still very small com-between the pattern classes wherBasefaceaptures the mean
pared to the dimensionality of the input image space which is of differences and variance differences simultaneously. When the
the order ofl0°. Table 3 depicts how the best reduced dimension- dataset contains different faces as classes, regardless of whether
ality d=dq... for Savefacés determined. For example, in the case or not different facial expressions are used in creating the classes,



Table 2. Performance oSirfacefor 3 different faces Table 5. Performance oSirfaceon grouped datasets

F D Nc Ntc Nts dsir CA% D NC Ntc st dsi'r' CA%
11 3 5 53 2 85.1 1 6 15 | 328 5 81.7
2 3 7 47 2 83.0 2| 15| 10 | 193 | 14 85.5
3 3 10 38 2 78.9 D: Dataset Number
211 3 5 60 2 71.7
2 3 10 45 2 66.7
3|11 3 5 54 2 74.1
2 3 10 39 ) 795 plemented. The resulting appearance-based face recognition tech-
F: Face Number, D: Dataset Number nigue termed asSavefacewas shown to be effective in distin-

guishing between different facial expressions of the same face.
Savefaceomplements existing appearance-based face recognition
methods; in particulaiSirface While Sirfaceexploits the differ-
the differences in face identities usually dominate the differences ences in the class means for pattern classification (i.e., first-order
in facial expressions. That is, the mean differences between thestatistics), Savefaceexploits, additionally, the differences in the
pattern classes clearly dominate the variance differences. This isclass covariance matrices (i.e., second-order statistics). When the
the reason whysirfaceusually performs better thaBavefacen differences in the class means are the dominant factor, such as in
this case (Tables 4 and 5; dataset 1). On the other hand, wherihe identification of different faceSirfaceis preferable. However,
the dataset contains different faces with different expressions aswhen the differences in the class covariance matrices is the dom-
classes, the eigenvalues of the Saveface matrix may be diluted. Irinant factor, such as when distinguishing between different facial
this case theSavefacematrix produces many non-zero eigenval- expressions of the same fa@avefacés the preferred technique.
ues, many of which may correspond to the differences in facial Future research will consider appearance-based face recognition
expressions. The corresponding eigenvectors may not be relevantechniques that exploit higher-order statistics (greater than second-
for distinguishing between different faces. It is also possible that order) for more robust and comprehensive classification.
the same facial expression on different faces may correspond to
a different set of eigenvalues and hence a different set of eigen- 6. REFERENCES
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