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Abstract
Dynamic binary translation (DBT) is the cornerstone of many important applications. Yet, it takes a tremendous effort to develop and maintain a real-world DBT system. To mitigate the engineering effort, helper functions are frequently employed during the development of a DBT system. Though helper functions greatly facilitate the DBT development, their adoption incurs substantial performance overhead due to the helper function calls. To solve this problem, this paper presents a novel approach to inline helper functions in DBT systems. The proposed inlining approach addresses several unique technical challenges. As a result, the performance overhead introduced by helper function calls can be reduced, and meanwhile, the benefits of helper functions for DBT development are not lost. We have implemented a prototype based on the proposed inlining approach using a popular DBT system, QEMU. Experimental results on the benchmark programs from the SPEC CPU 2017 benchmark suite show that an average of 1.2x performance speedup can be achieved. Moreover, the translation overhead introduced by inlining helper functions is negligible.

CCS Concepts: • Software and its engineering → Virtual machines; Just-in-time compilers; Dynamic compilers; Runtime environments; Retargetable compilers; Software reverse engineering.
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1 Introduction
Dynamic binary translation (DBT) essentially translates machine instructions from a guest instruction set architecture (ISA) to a host ISA while preserving the semantics of the guest instructions. By executing the translated host instructions, DBT is able to emulate or enhance the functionality of the guest application on a host physical machine. As a key enabling technology, DBT has been extensively used in many important applications, such as whole program analysis [8], cross-architecture virtualization [7, 22], runtime optimization [11, 16], and mobile computation offloading [30]. Therefore, it is of paramount importance to continuously improve the efficiency of DBT systems.

However, in practice, it is not trivial to compose and maintain an efficient DBT system due to, for example, the substantial semantic differences between the guest and host ISAs. It is quite common for a DBT system to generate dozens of (or hundreds of in some cases) host instructions to emulate the semantic of a single somewhat complex guest instruction, which may just need to compute several condition codes [15]. Even worse, emerging CPU hardware features, e.g., single instruction multiple data (SIMD), hardware transactional memory (HTM), and trusted execution environment (TEE), frequently bring in diverse instruction set extensions to existing ISAs. This inevitably puts extra pressure on the development of DBT systems to keep pace with the fast-evolving CPU hardware.

Typically, the translation process in DBT is driven by pre-fabricated translation rules, each of which contains guest instructions and corresponding semantically-equivalent host instructions. In general, translation rules are created directly using the guest and host assembly languages. That is, DBT developers need to figure out what host assembly instructions are exactly required to emulate the semantics of the guest instruction(s) in each translation rule. Given the huge sizes of modern instruction sets, e.g., more than 3 000 instructions in the x86-64 ISA, it apparently poses a significant engineering effort to construct a complete set of translation rules. A recent learning-based approach points out an exciting new direction for DBT research [25]. However, it is still unclear whether this approach features the capability to learn translation rules for intricate guest instructions, e.g., floating-point and SIMD instructions.

As a matter of fact, to ease the development, debugging, and maintenance of DBT systems, DBT developers often rely
on helper functions to translate guest instructions with complex semantics and functionalities. More specifically, each of such guest instructions is emulated through a dedicated helper function, which takes as arguments the values specified by the source operands of the guest instruction and then conducts the computation according to the semantic of the guest instruction. The result of the computation, which is returned by the helper function, is finally used to update the destination operand of the guest instruction. This way, the translation process of the guest instruction is simplified to generate a host function call to invoke the helper function, regardless of how complicated the guest instruction is.

There are at least two obvious benefits from the adoption of helper functions in DBT systems. First, as mentioned above, the translation process, particularly for complicated guest instructions, is dramatically simplified. As a consequence, DBT developers can be radically emancipated from wrestling with the translation rules involving an extraordinary amount of host assembly instructions, which are quite unfriendly to novice DBT developers. Second, the debugging and maintenance of helper functions are much easier compared to complicated translation rules. This is because helper functions are usually written in high-level programming languages, e.g., C/C++, which are usually the same as the ones used to develop the DBT systems, rather than the obscure and hard-to-understand assembly languages. Given that the majority of DBT systems are sophisticated runtime systems, this benefit is very important for maintaining and extending the DBT systems.

Even though helper functions bring in the aforementioned benefits for DBT systems, they still face a fundamental issue. That is, invoking helper functions will incur substantial performance overhead and thus lead to a poor execution efficiency of the entire DBT system. There are two major sources of the performance overhead. First, additional host instructions need to be executed in order to invoke a helper function, including the instructions used to prepare the arguments of the helper function and the call instruction itself. Second, since the helper functions and the host binary code generated by the DBT system are located in different memory regions of the address space of the DBT system, invoking a helper function will unavoidably hurt the locality of the instruction cache. We will discuss more technical details about these two sources of performance overhead in Section 2. In a nutshell, at the same time of mitigating the engineering effort of DBT development, helper functions impose an unexpected and non-negligible performance penalty, which will hurdle the broad applications of DBT systems.

To address the performance issue introduced by helper functions, this paper proposes to inline the helper functions directly into the host binary code generated by the DBT system. This allows helper functions to stay in the same memory region as the generated host binary code and, therefore, they can be executed straightforwardly without the need of extra host instructions, e.g., the call instructions. In this way, the DBT system can not only benefit from the convenience and flexibility offered by helper functions, but also does not suffer from the poor performance efficiency.

Though function inlining is a pretty mature technique in traditional compilers, inlining helper functions in DBT systems renders a unique technical challenge. That is, the host binary code, which can be referred to as the "callee" function, is generated on the fly by the translator in the DBT system, while the helper functions, i.e., the callee functions, are compiled statically by the host native compiler along with the source code of the DBT system. In other words, the caller function and the callee functions to be inlined are compiled/generated separately by different compiler infrastructures. This is different from the classical scenario of inlining a function in a single source program, which can be achieved by the compiler that is used to compile the program.

To overcome this challenge, this paper presents a novel approach for helper function inlining in DBT systems. The proposed approach intelligently hides the low-level compilation details related to the host binary code and the helper functions, and therefore, the helper functions can be inlined transparently even across the boundary of compiler infrastructures. In particular, the proposed approach can automatically analyze the host assembly code compiled from the source code of the helper functions and transform the assembly code as necessary to enable the inlining capability. The assembly code is compiled to host binary code, which can be inlined into the code cache. We have implemented the proposed inlining approach in a prototype based on QEMU [3], which is a widely-used DBT system. Experimental results on all benchmarks from the SPEC CPU 2017 benchmark suite show that an average of 1.2x performance speedup can be achieved by the proposed inlining approach. This demonstrates the effectiveness of helper function inlining on enhancing the performance of DBT systems.

In summary, this paper makes the following contributions:

- We propose an effective approach to inline helper functions in DBT systems. The approach breaks the boundary of compiler facilities for helper function inlining. It enhances the performance efficiency of DBT, as well as preserving the benefits of helper functions.
- We implement a prototype based on the proposed inlining approach using a real-world DBT system, QEMU. The prototype is capable of inlining helper functions in QEMU. This demonstrates the effectiveness and practicability of the proposed inlining approach.
- We conduct comprehensive experiments on all benchmarks from the SPEC CPU 2017 benchmark suite. Experimental results show that the proposed inlining approach is able to achieve an average of 1.2x performance speedup compared to the original QEMU.
The remainder of this paper is organized as follows. Section 2 describes the background knowledge and the motivation to optimize helper function calls in DBT systems. Section 3 presents the technical details of the proposed helper function inlining approach. Section 4 shows the experimental results. Section 5 discusses related work, and Section 6 concludes this paper.

2 Background and Motivation

In this section, we describe the background knowledge about DBT and helper functions, as well as motivate this paper.

2.1 Dynamic Binary Translation (DBT)

To achieve cross-ISA binary translation, DBT firstly disassembles guest executable binary code into guest assembly instructions and then translates guest instructions into host instructions. The translation is directed by translation rules, which map guest instructions into semantically-equivalent host instructions. The granularity of the translation is a basic block (or block for short). Each block consists of a sequence of guest instructions, with only one entry and one exit. So a block may contain at most one branch instruction at the end of the block, and the execution of a block starts from the first instruction and ends at the last instruction. The translated host assembly code can be further assembled into binary code to be executed on a host physical machine.

To mitigate the performance overhead introduced by the translation process, a software code cache is typically employed in DBT to save the translated host binary code. This way, the host binary code can be reused later on without the need for re-translation, since a block is likely to be emulated multiple times in the same execution. A hash table is then established to map a block to its corresponding translated host binary code in the code cache. To look up the hash table, a hash key is typically created based on the address of the entry instruction of the block.

After the translation of a basic block is completed, the DBT system transfers the execution flow from the translator to the generated host binary code, so that the functionality of the block can be emulated by executing the generated host binary code. But, before executing the generated host binary code, the DBT system needs to save the execution context of the translator and restore the emulated guest machine state. This is because the generated host binary code needs to manipulate the emulated guest machine state, e.g., guest registers. This process is usually referred to as a context switch in DBT. Once the current block has been emulated, the DBT system will transfer the execution back to the translator from the code cache, through a context switch, to continue the translation and emulation of the next block.

Although each context switch may only comprise of several host instructions to save the current context and restore the target context, frequent context switches can still lead to significant performance overhead. To reduce the performance overhead caused by context switches, DBT systems rely on the block chaining technique to eliminate unnecessary context switches. Specifically, the translated host binary code of two successive blocks are chained together in code cache. This allows the emulation of the current block to be followed immediately by the emulation of the next block without going back to the translator, and thus removes redundant context switches.

2.2 Helper Functions

In general, the semantic of an assembly instruction is fairly easy to understand, even in a complex instruction set computer (CISC). Therefore, it is typically pretty straightforward to emulate the functionality of a guest assembly instruction using one or more host assembly instructions. For example, an x86-64 integer add instruction can be emulated simply by an AArch64 integer add instruction:

\[
\text{add } %rax, %rbx \leftarrow \text{add } x1, x1, x0
\]

Here, the guest %rax and %rbx registers are mapped to the host x0 and x1 registers, respectively.

However, apart from these simple instructions, there are many guest instructions that involve complicated operations, e.g., indirect branch, floating-point and SIMD instructions. These instructions may entail different features or semantics due to the inherent runtime nature of DBT systems and the diverse low-level implementation details on different hardware platforms. For example, we cannot naively translate a guest indirect branch instruction into a host indirect branch instruction because a guest branch target cannot directly serve as a valid host branch target. Instead, we need to look up the hash table using the guest branch target as the key to find out the address of the corresponding translated host binary code, which is the actual host branch target. In another example, the floating-point numbers and operations implemented on some hardware platforms may not conform rigorously to the IEEE 754 standard [1]. Therefore, to faithfully emulate a guest floating-point instruction on a host machine, it is mandatory to deal with potential semantic differences. These issues complicate the construction of translation rules with no doubt. Under this circumstance, helper functions emerge to facilitate the development of DBT systems by simplifying the translation rules.

In essence, a helper function is dedicated to emulate the complex semantic of a guest instruction. The values in the source operands of the guest instruction are passed to the helper function through the function arguments. After the semantic-equivalent computation in the helper function, the computation result is supplied via the return value to update the destination operation of the guest instruction. Figure 1 shows an example of helper function in a real-world DBT system, QEMU [3]. This helper function performs a fused
1 float64 helper_vfp_muladd(float64 a,  
2       float64 b,  
3       float64 c)  
4 {  
5   union_float64 ua, ub, uc, ur, up;  
6   ua.s = xb;  
7   ub.s = xb;  
8   uc.s = xc;  
9   ...  
10  if (float64_is_zero(ua.s) ||  
11    float64_is_zero(ub.s)) {  
12     ...  
13     ur.h = up.h + uc.h  
14     ...  
15  } else {  
16     ...  
17     ...  
18     ...  
19     return ur.s  
20  }

(a) A floating-point helper function

Figure 1. An example of helper function. The source code and binary code of the helper function are simplified for illustration.

float64 helper_vfp_muladd(float64 a, float64 b, float64 c)

Figure 2. A sample virtual address space layout of a DBT system. The code cache and the compiled helper function binary (in DBT Text) are separated into two memory regions.
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(b) Translating a guest floating-point instruction into a host function call to the helper function. An indirect function call is used here to accommodate the large address offset between the call instruction in the code cache and the compiled binary code of the helper function.
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Figure 3. An example of translating a guest floating-point instruction into a host function call to the helper function.

floating-point multiply-add operation on the three double-precision input values. Here, we omit the implementation details of the helper function, as it is out of the scope of this paper. The right side of Figure 1 shows the helper function-based translation for the guest AArch64 fmadd instruction. In the translated host x86-64 instructions, a call instruction is used to invoke the helper function. As we can see in this example, no matter how complex the semantic of the guest instruction is, the translation process can be simplified to generate necessary host instructions to invoke the target helper function. This substantially reduce the time and effort required to develop the translation rule at the assembly language level.

Motivation. From Figure 1, we can observe that, besides the call instruction, there are some other instructions in the generated host instruction sequence. These instructions are actually crucial to the success of the helper function invocation. For example, we need to pass the arguments to the helper function and receive the return value, through the host registers specified by the host application binary interface (ABI). Also, context switches are required to transfer the execution back and forth between the code cache and the compiled binary of the helper function. Given that these instructions are merely used to emulate a single guest instruction, they introduce non-negligible performance overhead on the execution efficiency of the entire DBT system.

Furthermore, the code cache and the compiled helper function binary code are located in different memory regions, as shown in Figure 2, because helper functions are typically compiled along with the source code of the DBT system and thus placed in the text section of the DBT system. That means frequent switches between them may put extra pressure on the instruction cache, leading to poor locality of the instruction cache. Therefore, it is urgent to enhance DBT performance by optimizing helper function calls.

3 Inlining Helper Functions in DBT

To reduce the performance overhead caused by invoking helper functions, we propose to inline helper functions into the translated host binary code. This way, we can eliminate redundant host instructions introduced by helper function calls. At the same time, the generated host binary code is more friendly to the instruction cache. Moreover, inlining helper functions would not destroy the benefits of helper functions to the development of DBT systems, as the inlining process is completely transparent to DBT developers.

Though the idea of helper function inlining is fairly intuitive, it is quite challenging to put it into practice. Different from the function inlining problem in traditional compilers, which has been studied thoroughly and deeply, helper function inlining in DBT faces a unique challenge, which mainly results from the inherent nature of DBT and helper functions. More specifically, in a DBT system, the helper function call instructions are generated dynamically by the translator, while the helper functions are compiled statically by a host native compiler, e.g., GCC, together with the source code of the DBT system. That means, the call instructions,
to be removed by the inlining, and the callee functions, to be inlined, are produced separately by different compiler facilities. Therefore, it is not clear how to leverage existing inlining techniques for helper function inlining in DBT, as they typically require the caller and callee functions to be compiled by the same compiler.

A straightforward solution for the above issue is to simply making a copy of the natively-compiled host binary code of a helper function into the code cache, when the translator generates a host call instruction to call the helper function. However, unfortunately, this does not work, because many host instructions compiled from the helper function by the native compiler cannot be executed directly in the code cache. For example, a memory access instruction using the program counter (PC) as the base address, i.e., the PC-relative addressing mode, may access an incorrect memory address due to the different PC value in the code cache. Besides, the execution environment provided in the code cache is typically restricted with the specific goal of emulating the guest code, and thus the native host environment is often hidden and inaccessible from the code cache. In other words, it is necessary to amend the compiled binary code of the helper function so that it can be inlined and executed in the code cache.

Instead, to overcome the aforementioned challenge, we propose a novel inlining approach, which seamlessly bridges the compilation gap between the dynamic translator and the static compiler. The approach automatically transforms the natively-compiled host code of a helper function into a form that is feasible to be smoothly inlined into the translated host binary code and executed safely in the code cache. The current building infrastructures and compilation tool chains of the DBT system are adopted to facilitate the whole inlining process. In addition, there is no need to annotate the source code of a helper function to enable the inlining optimization. Accordingly, DBT developers can freely modify existing helper functions and add new helper functions, and the proposed approach will inline the final version of the helper functions automatically and transparently.

Figure 3 shows the high-level workflow of the proposed inlining approach. First, we compile the source file of a helper function into the host assembly code using the existing compilation toolchain in the DBT system. Then, we extract the assembly instructions that correspond to this helper function. Since some of these instructions may not be executable in the code cache, we next transform them into instructions that can be executed in the code cache and generate relocation records if necessary, e.g., for instructions with the PC-relative addressing mode. Finally, we compile the assembly code into binary code, which can be combined together with the relocation records to produce a persistent file for helper function inlining. The actual inlining process is as simple as loading the file, copying the binary code into the code cache, and relocating the instructions. Next, we elaborate technical details of each step in this process.

3.1 Compiling Helper Functions
The first step of our inlining approach is to compile helper functions into host assembly code. We choose to start from the source code of the helper functions because this allows our approach to inherently support potential modifications to the helper functions in the future, e.g., fixing a software bug. To this end, we compile each source file that contains one or more helper functions using the default compiler and compilation options of the DBT system. We append the “-S” option, which is available in most modern compilers, e.g., GCC, ICC, and LLVM, to enforce the native host compiler to generate host assembly code for the compiled helper functions. After this step, we can obtain the host assembly code of each compiled helper function. However, this assembly code may not be executable in the code cache. So we proceed to the next step to transform the assembly code.

3.2 Transforming Assembly Code for Inlining
As mentioned before, natively-compiled host code is not inlinable due to the inconsistent execution environment provided by the code cache compared to the native host machine. To solve this issue, our approach automatically scans the host assembly code to identify potentially problematic instructions and transform them into instructions that can be correctly executed in the code cache.

In theory, when compiling a source program, a compiler may explore the whole instruction set and generate any instructions available in the instruction set when necessary. However, our experience shows that the assembly code generated for helper functions is primarily composed of several common types of host instructions. This is reasonable given that each helper function is developed for a specific and concrete purpose, i.e., emulating the semantic of the corresponding guest instruction. Therefore, this offers us an opportunity to classify the assembly instructions into multiple categories and handle each category individually.
More specifically, we find that there are three major types of host instructions compiled from a helper function in DBT.

(i) **Arithmetic and Logical Instructions.** These instructions perform basic arithmetic and logic operations, e.g., addition, bit-wise AND, comparison, and etc, on the values of the source operands and save the results to the destination operands or condition codes, e.g., the x86-64 RFLAGS register. Typically, these instructions use registers as operands, including general-purpose registers and SIMD registers.

(ii) **Memory Access Instructions.** An instruction in this category accesses a memory location specified by the memory operand of the instruction. On a reduced instruction set computer (RISC), the instruction may exhibit as either a load or a store instruction. But on a CISC, it is possible to fuse the memory access operation with an arithmetic operation, e.g., the x86-64 add $0x1 (%rsp) instruction adds the immediate value 0x1 to the stack location of %rsp.

(iii) **Branch Instructions.** These instructions are used to transfer the control flow of a program to the target address indicated by the operand. There are two types of branch instructions, direct and indirect. The key difference between them is that, the target address of a direct branch is known statically, while the target address of an indirect branch is generally not known until the branch is actually executed.

For the instructions in the first category, if they only have register operands, it is generally unnecessary to transform them as they can be executed properly in the code cache. But, in case they involve memory accesses, we will handle them in a way similar to the instructions in the second category. For the instructions in the third category, we distinguish function call and return instructions from regular branch instructions as we need to handle them in a special way.

Currently, indirect branches, including indirect jumps and indirect calls, are not supported yet, partially because we don’t see any helper functions that have such instructions in reality. But on the other side, it is possible to extend our approach to support them by approximately identifying a set of potential targets of an indirect branch [5] and employing runtime checks to verify the targets. If a real target is not in the set, we can still fall back to a regular function call. More research work is still needed here to come up with an efficient solution for indirect branches.

**Marking Memory Accesses.** The key issue we need to resolve so that memory access instructions can be executed correctly in the code cache environment is to providing correct memory addresses that can be accessed from the code cache. As mentioned before, the memory access instructions generated by the native compiler may use the PC-relative addressing mode, which relies on a fixed immediate value encoded in an instruction to indicate the offset between the PC and the memory location to be accessed. Since the instruction will be moved to the code cache, the offset will be changed consequently and the address will be incorrect.

To solve this issue, we exhaustively scan the assembly code to collect all memory access instructions that may refer to an incorrect memory location when executed in the code cache. We then mark them as relocation required. More details about how to generate a relocation record will be discussed later on. When the helper function is inlined, the instructions will be relocated with correct memory addresses calculated according to corresponding values. This way, the memory operands will point to appropriate memory locations and the instructions can be executed properly in the code cache.

**Handling Function Calls.** Though function calls are pretty rare in helper functions, it is still possible for a helper function to invoke another function. To deal with this situation, one possible solution is to inline the callee function. However, this may not always be doable, because the callee function probably comes from an external library with only binary code available. It will involve complicated and likely inaccurate analyses if we inline a binary callee function. Therefore, to simplify our inlining approach, we firstly leverage host native compiler to inline as many callee functions as possible. This can eliminate the vast majority of calls to internal functions of the DBT system. For the remaining function calls to external libraries, we simply keep them without inlining.

Note that additional work is required here, as a function call in an inlined helper function will transfer the execution flow out from the code cache. Hence, we need to insert extra assembly instructions before and after each call instruction to fulfill the duty of context switches.

**Updating Return Instructions.** After a helper function is inlined, it will be executed directly in the code cache. As a result, it is unnecessary to execute a return instruction to exit from the helper function. In this sense, we need to modify return instructions in the helper function. To this end, we transform each return instruction into a direct branch instruction, which transfers the execution flow to the instruction that immediately follows the inlined helper function.
instructions in the code cache, as depicted in Figure 4. This way, the following instructions will be executed automatically after the inlined helper function is completed.

### 3.3 Generating Relocation Records

Another key component of our inlining approach is to generate relocation records. This is necessary because, in most cases, the address information is not available until a helper function is actually inlined into the code cache at runtime. Hence, we generate a relocation record for each statically-unknown memory address. Note that although ELF (executable and linkable format) files generally contain relocation information, it does not contain the relocation information we need for helper function inlining. Take the PC-relative addressing mode as an example. ELF files do not need to generate relocation information for such instructions. This is because, when a relocatable ELF file is loaded to different addresses in the address space, the code and data in the ELF file are loaded together. That means, the offsets between the instructions and the accessed data do not change. However, for helper function inlining, only the instructions are copied, while the data is kept in the original location. Therefore, we need to generate additional relocation information to patch the “moved” instructions.

Every relocation record contains three items to provide the information required for the relocation. First, we need to know where the relocation will be applied. This is an address in the code cache where a relocated value will be placed into. We use the offset from the start of the helper function to the instruction to be relocated to indicate this address. To achieve this, we compile the assembly code of the helper function into binary code and then calculate the offset. Second, the type of the relocation record. Depending on the memory address to be relocated, different schemes are required to compute the correct value. For example, to relocate an instruction of the PC-relative addressing mode, we need to collect the new PC value when the instruction is copied into the code cache. Therefore, we use the relocation type _RELOC_PC_RELATIVE_ to indicate this requirement. Finally, each relocation record has an optional item to supply additional information if necessary. This item is currently used to keep the original memory address before the relocation. But, it can be potentially extended to save other data required by different relocation types.

After the relocation records are generated for a helper function, we can combine them together with the compiled binary code of the helper function to produce an inlinable code for the helper function. Also, we merge the inlinable code of all helper functions into a persistent disk file to facilitate future inlining. We call such a file as an _hfi_ (i.e., helper function inlining) file. Figure 5 shows the organization of the _hfi_ file, which consists of one header and multiple sections. The header contains the metadata information, e.g., number of sections in this file, the version of the DBT system from which the file is generated, and etc. Each section corresponds to a helper function. It includes the name, the relocation records, and the compiled host binary code of the helper function. The _hfi_ file will be shipped along with the DBT system for helper function inlining.

### 3.4 Inlining Helper Functions

Once the _hfi_ file is generated, it can be used for helper function inlining. To this end, we load the _hfi_ file to the memory at the start of the DBT system. To avoid potential consistency issues, we verify the DBT version number stored in the header of the _hfi_ file to guarantee that it matches exactly with the version of the current DBT system. We then update the translation flow in the DBT system to query the _hfi_ file each time when a helper function call needs to be generated. Specifically, if the query result shows that the helper function is included in the _hfi_ file, it can be inlined to the code cache to enhance the performance. Otherwise, the original translation flow will be invoked to generate a helper function call as before. Note that we keep the original binary code of all helper functions in the compiled executable image of the DBT system, instead of removing them.

There are two steps to inline a helper function. First, we copy the host binary code of the helper function from the loaded _hfi_ file to the code cache. Second, we relocate the copied binary code based on the relocation records specified in the section of this helper function. Here, it is worth pointing out that more call site-specific optimizations can be applied for polymorphic call sites. But, how to leverage such optimizations is out of the scope of this paper. We anticipate to exploit such opportunities in our future work. After these two steps, we can continue the original translation process.

### 4 Experimental Results

We have implemented a prototype of the proposed helper function inlining approach using _QEMU_ [3] (version 5.1.0). The prototype is called _QEMU-HFI_, which takes AArch64 as

---

Figure 5. The internal structure of the _hfi_ file used to save the metadata and binary code for helper function inlining.
the guest ISA and x86-64 as the host ISA. QEMU employs the tiny code generator (TCG) to translate guest instructions. Specifically, a guest instruction is firstly translated into one or more TCG Ops, the intermediate representation of TCG, and then the TCG backend generates host binary code from TCG Ops. To implement QEMU-HFI, we intercept the translation from TCG Ops to host binary code, as each helper function call corresponds to a call operation in TCG Ops. By examining the first argument of the call operation we can figure out which helper function is called by this operation.

Next, we evaluate the performance of QEMU-HFI. To this end, we adopt the SPEC CPU 2017 benchmark suite [23], which is an industry standard benchmark suite and includes programs from various problem domains, such as artificial intelligence and discrete event simulation. Our evaluation covers all benchmarks in the suite. The detailed configurations of the experimental platform can be found in Table 1.

### 4.1 Performance Improvement

Figure 6 shows the performance improvement achieved by our helper function inlining approach. Here, the performance baseline is the original QEMU. As shown in the figure, our inlining approach can achieve performance improvement for all evaluated benchmarks. For some benchmarks, e.g., 607. cactuBSSN, the performance speedup is as high as 1.58x. Overall, our inlining approach can achieve an average of 1.2x performance speedup. This demonstrates the capability of our inlining approach to reduce the performance overhead introduced by helper function calls in DBT systems.

Interestingly, Figure 6 also shows that our inlining approach achieves an average of 1.14x performance speedup for integer benchmarks, while an average of 1.29x performance speedup is reported for floating-point benchmarks. This is because floating-point benchmarks have a large amount of floating-point instructions, which are emulated using helper functions in QEMU. In contrast, most integer instructions can be emulated directly using native host instructions.

According to the emulated guest instructions, we can categorize helper functions in QEMU into different types, as shown in Table 2. We then further collect the distribution of the helper functions in different benchmarks. The result is presented in Figure 7. From this figure we can clearly see that indirect branches are the major source of helper functions in integer benchmarks (except 625. x264, which has lots of SIMD instructions). Differently, floating-point instructions
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**Table 1.** Detailed configurations of our evaluation platform

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel Xeon E5-1620 v4 at 3.50GHz</td>
</tr>
<tr>
<td># of Cores</td>
<td>4</td>
</tr>
<tr>
<td># of Threads</td>
<td>8</td>
</tr>
<tr>
<td>Private L1 Data</td>
<td>32 KB</td>
</tr>
<tr>
<td>Private L1 Instruction</td>
<td>32 KB</td>
</tr>
<tr>
<td>Shared L2</td>
<td>256 KB</td>
</tr>
<tr>
<td>Shared L3</td>
<td>10 MB</td>
</tr>
<tr>
<td>Memory</td>
<td>32 GB</td>
</tr>
<tr>
<td>Operating System</td>
<td>Ubuntu 18.04.3 with Linux-4.15.0</td>
</tr>
</tbody>
</table>

**Table 2.** Types of helper functions in QEMU.

<table>
<thead>
<tr>
<th>Guest Instruction</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indirect branch</td>
<td>helper_lookup_tb_ptr</td>
</tr>
<tr>
<td>Floating point</td>
<td>helper_vfp_add</td>
</tr>
<tr>
<td>SIMD</td>
<td>helper_neon_padd_u8</td>
</tr>
<tr>
<td>Arithmetic and logical</td>
<td>helper_rbit64</td>
</tr>
<tr>
<td>Control</td>
<td>helper_exception_with_syndrome</td>
</tr>
<tr>
<td>Others</td>
<td>helper_get_cp_reg64</td>
</tr>
</tbody>
</table>

---

Figure 6. Performance speedup achieved by our helper function inlining approach for the SPEC CPU 2017 benchmark suite.
account for a large portion of helper functions in floating-point benchmarks. This implies that to further enhance the execution efficiency of QEMU, it is necessary to investigate the translation process and emulation mechanism of indirect branches and floating-point instructions in integer and floating-point benchmarks, respectively.

Table 3 shows the numbers of host instructions dynamically executed by QEMU and QEMU-HFI to emulate each integer benchmark, and the percentage of host instructions reduced by QEMU-HFI. Here, we skip the results of floating-point benchmarks due to the space limitation. As depicted in the table, helper function inlining reduces the number of host instructions for all integer benchmarks, with a range from 0.4% (i.e., 648. exchange2) to 32.5% (i.e., 620. omnetpp). This undoubtedly results from the fact that helper function inlining can remove host instructions generated by the translator related to invoking helper functions. Actually, the performance improvement attained by helper function inlining partly stem from the reduced host instructions.

We also use the hardware performance monitor unit (PMU) to study the impact of helper function inlining on the behavior of the instruction cache. Figure 8 shows the results of floating-point benchmarks. Because of the space limitation, we omit the results of integer benchmarks. As shown in the figure, helper function inlining reduces the instruction cache miss ratio for all floating-point benchmarks except 607. cactusBSSN. It is unclear why this benchmark has a higher miss ration. One possible reason is that the inlined host binary code unexpectedly put additional pressure on the instruction cache. On average, we can observe that the instruction cache miss ratio of floating point benchmarks is reduced from 0.14% to 0.05%.

### Table 3. Numbers of host instructions executed by QEMU and QEMU-HFI to emulate guest programs and percentages of host instructions reduced by QEMU-HFI.

<table>
<thead>
<tr>
<th></th>
<th>QEMU</th>
<th>QEMU-HFI</th>
<th>Reduced</th>
</tr>
</thead>
<tbody>
<tr>
<td>600.perlbench.input1</td>
<td>9.87×10^{12}</td>
<td>8.04×10^{12}</td>
<td>18.51%</td>
</tr>
<tr>
<td>600.perlbench.input2</td>
<td>6.69×10^{12}</td>
<td>5.07×10^{12}</td>
<td>24.11%</td>
</tr>
<tr>
<td>600.perlbench.input3</td>
<td>5.99×10^{12}</td>
<td>4.61×10^{12}</td>
<td>23.09%</td>
</tr>
<tr>
<td>602.gcc.input1</td>
<td>8.64×10^{12}</td>
<td>7.38×10^{12}</td>
<td>8.70%</td>
</tr>
<tr>
<td>602.gcc.input2</td>
<td>4.24×10^{12}</td>
<td>3.43×10^{12}</td>
<td>19.29%</td>
</tr>
<tr>
<td>602.gcc.input3</td>
<td>4.11×10^{12}</td>
<td>3.31×10^{12}</td>
<td>19.47%</td>
</tr>
<tr>
<td>605.mcf</td>
<td>1.94×10^{13}</td>
<td>1.39×10^{13}</td>
<td>28.73%</td>
</tr>
<tr>
<td>620.omnetpp</td>
<td>1.17×10^{13}</td>
<td>7.90×10^{12}</td>
<td>32.50%</td>
</tr>
<tr>
<td>623.xalancbmk</td>
<td>1.23×10^{13}</td>
<td>1.09×10^{13}</td>
<td>11.52%</td>
</tr>
<tr>
<td>625.x264.input1</td>
<td>2.49×10^{12}</td>
<td>2.36×10^{12}</td>
<td>4.98%</td>
</tr>
<tr>
<td>625.x264.input2</td>
<td>9.64×10^{12}</td>
<td>9.29×10^{12}</td>
<td>3.68%</td>
</tr>
<tr>
<td>625.x264.input3</td>
<td>9.48×10^{12}</td>
<td>9.13×10^{12}</td>
<td>3.71%</td>
</tr>
<tr>
<td>631.deepsjeng</td>
<td>1.56×10^{13}</td>
<td>1.27×10^{13}</td>
<td>18.32%</td>
</tr>
<tr>
<td>641.leela</td>
<td>1.79×10^{13}</td>
<td>1.39×10^{13}</td>
<td>22.53%</td>
</tr>
<tr>
<td>648.exchange2</td>
<td>2.21×10^{13}</td>
<td>2.20×10^{13}</td>
<td>0.40%</td>
</tr>
<tr>
<td>657.xz.input1</td>
<td>2.88×10^{13}</td>
<td>2.79×10^{13}</td>
<td>3.26%</td>
</tr>
<tr>
<td>657.xz.input2</td>
<td>1.81×10^{13}</td>
<td>1.76×10^{13}</td>
<td>2.66%</td>
</tr>
</tbody>
</table>
4.2 Code Cache Size

We next study the sizes of the code caches in QEMU and QEMU-HFI, as the increased size of the binary code is an important factor when traditional compilers determine whether it is worthwhile to inline a function. Table 4 shows the size of the code cache when emulating each guest application in QEMU and QEMU-HFI. As shown in the table, helper function inlining increases the size of the code cache as expected, because it expands the code cache to accommodate inlined helper function binaries. However, the percentage of the increased size is typically less than 3%, with an average of 1.38%. This means the code cache size increased by helper function inlining is generally acceptable. Indeed, our inlining approach is a dynamic approach, and thus inlines a helper function only if the helper function will be truly invoked.

4.3 Translation Overhead

Finally, we study the translation overhead caused by helper function inlining. Figure 9 shows the percentage of the execution time increased by copying the host binary code and relocating the copied binary code during the translation process. As shown in the figure, for all benchmarks, the increased time is less than 0.6%, and the average overhead is around 0.1%. This demonstrates that the translation overhead incurred by our inlining approach is negligible.

5 Related Work

Because of the special importance of DBT, plenty of work has been proposed to optimize the performance of DBT. These optimizations mainly focus on two aspects of DBT systems. First, the performance overhead incurred by the translation process. To reduce the translation overhead, persistent code caching has been proposed to reuse the translated host binary code across different executions [4, 19, 28]. Second, the quality and the execution efficiency of the translated host binary code. For example, HERMES applies post-optimizations to generate high-quality host code [32]. Research work in [10] and [27] optimize DBT for dynamically-generated code. Similarly, research work in [26] presents a pattern translation approach for eflags across different architectures. A learning-based approach was recently proposed to automatically produce translation rules for DBT systems [13, 21, 25]. Given the pervasiveness of multi-core

---

**Table 4.** Sizes of code caches in QEMU and QEMU-HFI with MB as the unit, and percentages increased by QEMU-HFI.

<table>
<thead>
<tr>
<th>QEMU</th>
<th>QEMU-HFI</th>
<th>QEMU</th>
<th>QEMU-HFI</th>
<th>QEMU</th>
<th>QEMU-HFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>600.perlbench.input1</td>
<td>12.13 12.25/0.97%</td>
<td>625.x264.input2</td>
<td>5.74 5.82/1.37%</td>
<td>619.lbm</td>
<td>1.15 1.18/2.38%</td>
</tr>
<tr>
<td>600.perlbench.input2</td>
<td>10.67 10.78/0.99%</td>
<td>625.x264.input3</td>
<td>5.62 5.69/1.30%</td>
<td>621.wrf</td>
<td>44.01 44.18/0.38%</td>
</tr>
<tr>
<td>600.perlbench.input3</td>
<td>11.25 11.35/0.94%</td>
<td>631.deepsjeng</td>
<td>2.45 2.47/0.84%</td>
<td>627.cam4</td>
<td>27.17 27.71/1.97%</td>
</tr>
<tr>
<td>602.gcc.input1</td>
<td>64.13 64.75/0.96%</td>
<td>641.leela</td>
<td>3.50 3.55/1.52%</td>
<td>628.pop2</td>
<td>18.30 18.54/1.31%</td>
</tr>
<tr>
<td>602.gcc.input2</td>
<td>65.73 66.36/0.96%</td>
<td>648.exchange2</td>
<td>3.10 3.13/0.93%</td>
<td>638.imagick</td>
<td>3.22 3.27/1.55%</td>
</tr>
<tr>
<td>602.gcc.input3</td>
<td>64.30 64.92/0.96%</td>
<td>657.xz.input1</td>
<td>2.13 2.15/1.16%</td>
<td>644.nab</td>
<td>2.46 2.50/1.60%</td>
</tr>
<tr>
<td>605.mcf</td>
<td>1.39 1.41/1.40%</td>
<td>657.xz.input2</td>
<td>2.11 2.13/1.05%</td>
<td>649.fotonik3d</td>
<td>4.50 4.60/2.26%</td>
</tr>
<tr>
<td>620.omnetpp</td>
<td>9.62 9.85/2.42%</td>
<td>603.bwaves.input1</td>
<td>2.47 2.54/2.79%</td>
<td>654.roms</td>
<td>7.89 8.05/2.03%</td>
</tr>
<tr>
<td>623.xalancbmk</td>
<td>13.40 13.75/2.60%</td>
<td>603.bwaves.input2</td>
<td>2.48 2.55/2.84%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>625.x264.input1</td>
<td>4.33 4.39/1.32%</td>
<td>607.cactuBSSN</td>
<td>15.68 15.93/1.61%</td>
<td>geomean</td>
<td>1.38%</td>
</tr>
</tbody>
</table>
CPUs, previous research work also investigates how to enhance DBT performance in multi-core and distributed environments [7, 29, 33]. Besides, a recent research work attempts to identify performance variance of a DBT system between different versions through performance regression testing techniques [31]. Broadly speaking, our helper function inlining approach falls into the second aspect, as it aims to enhance the quality of the translated host binary code. Different from previous research work, our inlining approach tackles the specific performance inefficiency issue caused by helper function calls in DBT systems. To the best of our knowledge, this issue was not studied by any existing DBT research work.

Stepanian et al. present an incomplete implementation to inline Java native function calls through JIT optimizations in JVM to achieve language interoperability [24]. Their approach keeps the intermediate representation (IR) when a native function is compiled by a native compiler. Since this IR cannot be recognized by the JVM, they create a conversion engine to dynamically transform it into the JVM IR for inlining. That is, they actually inline the IR of the native compiler, instead of the native binary code. This is obviously different from our helper function inlining approach. A significant limitation of the IR-based inlining approach is that the IR of the native compiler needs to be saved during the compilation process, and therefore, it closely ties the inlining approach to a specific native compiler. Besides, it takes a tremendous engineering effort to develop and maintain the conversion engine, which is infeasible for DBT systems. Perhaps, this is the reason why they only have an incomplete implementation. In contrast, our helper function inlining approach does not rely on the native compiler, as it works at the host assembly code level and inlines the binary code directly.

Piumarta el al. propose to generate more optimized code through selective inlining technique [17]. However, their approach mainly inlines basic blocks, while our work focuses on the entire helper functions. Also, they do not address the issue of generating relocation records to patch statically-compiled binary code. Moreover, it is not clear whether their approach needs to modify the original static compilation process to obtain the code pieces for inlining and how such code pieces are collected.

As a classical compiler optimization, function inlining can reduce the performance overhead caused by function calls [2, 5, 12]. It is widely available in almost all modern compiler systems [9, 14]. For example, GCC automatically turns on the function inlining optimization when “-O1” or a higher optimization level is specified. Though the idea of function inlining is simple and intuitive, there are still many heuristics to tune when applying the optimization in practice [6, 18, 20]. It is possible to leverage existing inlining tuning techniques to further enhance our helper function inlining approach for higher performance.

6 Conclusion

It is not an easy task to develop and maintain a DBT system in reality. Helper functions effectively mitigate the engineering effort in this process. But, the performance overhead introduced by helper functions is also substantial and needs to be resolved carefully. To this end, this paper presents a novel and practical approach to inline helper functions. This approach tackles the unique challenges imposed by the different compilation facilities used to generate the call instructions and to compile the helper functions. Specifically, the proposed approach transforms the compiled assembly code of a helper function and creates a relocation record whenever a memory address cannot be resolved statically. Experimental results on the SPEC CPU 2017 benchmark suite show that an average of 1.2x performance speedup can be achieved by the proposed inlining approach. Furthermore, the translation overhead incurred by inlining helper functions is negligible.
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