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Abstract

System virtualization is a fundamental technology that enables many important applications. However, existing virtualization techniques suffer from a critical limitation due to their limited exploitation of host SIMD hardware resources, especially when a guest application does not have inherently fine-grained data-level parallelism. To bridge this utilization gap and unleash the full potential of host SIMD resources, this paper proposes an effective and unconventional SIMD exploitation technique. The proposed exploitation takes advantage of ample host SIMD registers and powerful host SIMD instructions to generate more efficient host binary code for guest applications even without any fine-grained data-level parallelism. It also mitigates the shortage of general-purpose registers on the host platform, as well as improves the efficiency of accessing guest registers. We have implemented the exploitation in an extensively-used virtualization platform, QEMU. Experimental results on a comprehensive list of benchmarks from PARSEC, SPEC-CPU2017, and Google Octane JavaScript benchmark suite show that an average of 2.2X performance speedup can be achieved for AArch64 binaries on an x86-64 host machine. We believe the proposed exploitation technique will provide a new perspective for our community to rethink the exploitation of SIMD hardware resources.

CCS Concepts: • Software and its engineering → Virtual machines; Just-in-time compilers; Dynamic compilers.
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1 Introduction

System virtualization plays a fundamental role in many important applications, such as supporting software/hardware product transitions [7, 25], workload migration/consolidation across heterogeneous ISAs [8], mobile computation offloading [44], mobile application development [2], and mobile gaming [9, 46]. However, existing virtualization systems suffer from a significant limitation due to the limited exploitation of hardware resources for cross-ISA virtualization.

As an innovative execution model to exploit fine-grained data-level parallelism, single instruction multiple data (SIMD) has been implemented and integrated into modern CPUs in the form of hardware extensions, e.g., Intel SSE/AVX/AVX-512, ARM NEON and PowerPC AltiVec. Moreover, extensive research efforts have been devoted to leveraging these SIMD extensions to address problems in a variety of application domains, including but not limited to, algorithms [16, 17], databases [20, 30, 49], compiler optimizations [3, 21], language runtimes [11, 37], and deep learning [1, 13]. Nevertheless, further investigations on existing SIMD-related optimizations for cross-ISA virtualization [12, 22, 23, 29] reveal that almost all of these optimizations attempt to leverage SIMD extensions to exploit the data-level parallelism in virtualized applications. This implies that applications that have very few or even no data-level parallelism opportunities will not benefit from these hardware SIMD extensions.

Table 1 illustrates the storage resources offered by several popular SIMD extensions. Here we assume the CPU processors have 64-bit architectures, i.e., x86-64 and AArch64. As shown in the table, compared to general-purpose registers, all of the SIMD extensions can provide more storage capacity via SIMD registers. To further understand how these SIMD registers are used, we then measure the dynamic percentage of SIMD instructions in total executed instructions in several
Table 1. Register resources provided by SIMD extensions

<table>
<thead>
<tr>
<th></th>
<th>SSE</th>
<th>AVX</th>
<th>AVX-512</th>
<th>NEON</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of SIMD Reg</td>
<td>16</td>
<td>16</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Bit width of SIMD Reg</td>
<td>128</td>
<td>128</td>
<td>256</td>
<td>512</td>
</tr>
<tr>
<td>SIMD Reg Capacity</td>
<td>256B</td>
<td>512B</td>
<td>2KB</td>
<td>512B</td>
</tr>
<tr>
<td>General Reg Capacity</td>
<td>128B</td>
<td>128B</td>
<td>128B</td>
<td>256B</td>
</tr>
</tbody>
</table>

Figure 1. Dynamic ratio of SIMD instructions. All applications are compiled by GCC-7.4.0 with SIMD enabled and tested on an x86-64 CPU with AVX-512.

representative applications, given that SIMD registers can only be accessed through SIMD instructions. The result is shown in Figure 1. Note that all applications are compiled with the most aggressive SIMD optimizations available in the compilers. Overall, SIMD instructions account for only an average of 3% dynamic instructions. This also leads to significant under-utilization of SIMD extensions in cross-ISA virtualization systems for these applications.

To overcome the above limitations and unleash the full potential of hardware SIMD extensions, this paper blazes a trail to effectively and unconventionally exploit SIMD extensions in cross-ISA virtualization. In particular, we consider SIMD registers as “regular” registers and utilize them in a way similar to regular general-purpose registers. This is inspired by the observation that most SIMD extensions support not only vector operations but also scalar operations. This way, we can greatly increase the register storage capacity, as well as produce more optimization opportunities by leveraging the powerful functionalities provided by SIMD instructions. We believe the proposed exploitation technique will provide a new perspective for our community to rethink the current way to exploit hardware SIMD extensions.

The core technology that enables cross-ISA virtualization is dynamic binary translation (DBT), which translates binary code from a guest ISA to a different host ISA at runtime. By executing the generated host binary code, DBT can emulate the functionality of the guest binary code on a host physical machine. One of the key technical challenges of DBT is how to emulate guest general-purpose registers, especially when the guest architecture has more registers than the host architecture. A popular solution for this problem is to use host memory locations and translate guest register accesses into host memory accesses. Obviously, this approach incurs substantial performance overhead due to the frequent memory accesses and additional memory load and store instructions. In contrast, our SIMD exploitation overcomes this challenge elegantly by leveraging host SIMD registers to emulate guest general-purpose registers. Moreover, this emulation scheme enables the cross-ISA virtualization system to further utilize host powerful SIMD instructions to generate more efficient and scalable host binary code.

We have implemented the proposed SIMD exploitation technique into a prototype based on a widely-used virtualization platform, QEMU [4]. Our prototype supports both AArch64 and RISC-V guest ISAs and x86-64 host ISA. To evaluate the effectiveness of the prototype, we use a broad range of benchmarks from various benchmark suites, including PARSEC [5], SPEC-CPU2017 [36], and Google Octane JavaScript benchmark suite [14]. Experimental results show that our SIMD exploitation technique can achieve significant performance speedup, e.g., an average of 2.2X performance speedup can be achieved for PARSEC benchmarks with AArch64 binaries on an x86-64 host machine. Moreover, the performance overhead introduced by exploiting SIMD resources is negligible.

In summary, this paper makes the following contributions:

- We propose an unconventional exploitation of SIMD hardware resources in cross-ISA virtualization. The exploitation does not rely on any data-level parallelism. To the best of our knowledge, this is the first attempt to exploit SIMD resources in this new perspective.
- We implement the proposed exploitation of SIMD extensions in a research prototype based on QEMU, which is a real-world and widely-used virtualization system. We also address several implementation challenges in order to achieve better performance efficiency.
- We conduct comprehensive experiments to evaluate the proposed exploitation using a wide range of benchmarks and applications. Experimental results demonstrate that significant performance speedup can be attained with the proposed SIMD exploitation.

The rest of this paper is organized as follows. Section 2 presents the background knowledge and the motivation. Section 3 describes the proposed unconventional exploitation of SIMD extensions in DBT. Section 4 explains how to implement the proposed exploitation in a real-world virtualization system. Section 5 shows the experimental results. Section 6 discusses related work. And Section 7 concludes the paper.

2 Background and Motivation

In this section, we present a brief introduction to SIMD and DBT, as well as motivate our SIMD exploitation for cross-ISA virtualization based on DBT.
2.1 SIMD
The SIMD execution model was invented to exploit fine-grained data-level parallelism for better performance efficiency and scalability. By simultaneously conducting the same computations on multiple input data, the SIMD model can produce multiple results at the same time. Besides, the time cost of a SIMD operation is very similar to that of a normal or scalar operation, which, however, can only produce a single computation result at a time.

To embrace the powerful SIMD model, processor manufacturers have brought it into modern commercial CPUs through hardware extensions. Notable examples include Intel SSE/AVX/AVX-512 and ARM NEON. In general, a hardware SIMD extension consists of an array of SIMD registers and a set of SIMD instructions, which are used to manipulate the SIMD registers and exported to software through different ISA extensions. The major difference between a SIMD register and a general-purpose register is that the data stored in a SIMD register can be packed as a vector to participate in vector operations specified by SIMD instructions.

2.1.1 Flexible Operation Types. It is worth noting that most SIMD extensions support not only vector operations but also scalar operations. Figure 2 shows the major difference between these two operation types. In particular, a scalar operation only takes as input the least significant bits of the source SIMD registers, e.g., the lowest 64 bits, and updates the corresponding least significant bits of the destination SIMD register. This flexibility enables us to use SIMD registers as general-purpose registers because we only need to maintain the least significant bits.

2.1.2 Ample SIMD Registers. As we can see in TABLE 1, SIMD registers in all listed extensions offer much more storage capacity than regular general-purpose registers. For instance, sixteen additional SIMD registers were introduced when Intel AVX-512 was launched. On the other side, the quantity and the bit width of general-purpose registers typically remain the same for architectural compatibility. An example is the x86-64 ISA, which has only sixteen 64-bit general-purpose registers. As a result, by exploiting the plentiful SIMD registers, even without identifying the data-level parallelism, we can reduce the pressure on the limited general-purpose registers and potentially achieve considerable performance improvements.

2.1.3 Powerful SIMD Instructions. Most SIMD instructions, both vector and scalar instructions, are typically more powerful than corresponding regular instructions. This is mainly embodied in two aspects. First, SIMD instructions can encode more complicated operations than regular instructions. For example, in some SIMD extensions, a SIMD instruction can accomplish a multiplication along with an addition. Second, SIMD instructions are capable of taking more operands than regular instructions. For example, an AVX-512 instruction has the capability to manipulate three or four operands, while most regular x86-64 instructions can only have two operands. These advanced features produce more opportunities to generate optimized binary code with SIMD instructions.

2.2 DBT
DBT is one of the key technologies that power cross-ISA virtualization. It dynamically translates guest binary code into semantically-equivalent host binary code. Previous research work has demonstrated that, in most cases, more than 90% of the execution time of a DBT system is consumed by executing the translated host binary code [33, 42]. Therefore, it is crucial for a DBT system to generate efficient host binary code for better performance. The efficiency of guest register emulation takes an important portion of the overall performance of a DBT system.

Motivation. To design a practical DBT system, a fundamental technical impediment is how to emulate guest general-purpose registers. This is of great importance because general-purpose registers are a key component of an ISA and accessed...
very frequently by various instructions. A straightforward solution is simply mapping each guest register into one host register and using this dedicated host register to emulate the guest register. However, this approach cannot work when the host ISA has less general-purpose registers than the guest ISA. For example, AArch64 and x86-64 have 32 and 16 general-purpose registers, respectively. In fact, even if the guest and the host ISAs have the same quantity of general-purpose registers, it is still quite challenging to adopt this approach. The reason is that it is sometimes required to reserve some host general-purpose registers for temporary usage in order to emulate the functionality of guest instructions, due to the semantic gaps between the guest and host ISAs.

Therefore, most existing DBT systems such as QEMU, address the above limitation by exploiting host memory to emulate guest general-purpose registers. Figure 3 shows an example of this mechanism. Here, the guest ISA is ARM while the host ISA is x86-64. For example, the host memory location at r14 + 0x4 represents the emulated ARM r1 register. With this mechanism, a DBT system can decouple the emulation of guest registers from the number of available host registers and emulate as many guest registers as necessary.

However, this memory-based register emulation suffers heavy performance overhead due to the large amount of the translated host instructions and massive memory access. The right side of Figure 3 shows an example. We use the same color to indicate the original ARM instruction and the corresponding x86-64 instructions translated from the ARM instruction using this emulation mechanism. As shown in the figure, translated code is two times larger than the original ARM binary code in terms of number of instructions. Hence, it is imperative to invent a new mechanism to emulate guest registers for better performance. To this end, we propose to exploit host SIMD registers for efficient guest register emulation. Details will be presented in the next section.

3 Exploiting SIMD in DBT

There are several basic principles to design an optimization approach for a DBT system.

- **Generality.** It is desired if the optimization can be applied to general scenarios rather than just some specific cases. This determines whether the approach is able to explore extensive optimization opportunities and cover a broad variety of application scopes.

- **Adaptability.** Given the remarkable differences between different architectures and ISAs, the approach is expected to be able to adapt to various execution environments. This allows the approach to take full advantage of guest and host features to achieve maximum performance improvement.

![Figure 4. Exploiting host SIMD registers to emulate guest general-purpose registers in cross-ISA virtualization.](image)

- **Independence.** The optimization approach should not make any assumption on the implementation details of the DBT system. Otherwise, it cannot work if the DBT system is not implemented as expected.

It is worth noting that the exploitation of SIMD extensions proposed in this paper satisfies the above principles. Specifically, it provides a general solution to take advantage of the SIMD extension on the host machine to enhance the emulation efficiency of a DBT system.

### 3.1 Mapping Guest General-Purpose Registers to Host SIMD Registers

As discussed before, it incurs heavy performance overhead if guest general-purpose registers are emulated by host memory locations. To mitigate this overhead, we propose to leverage host SIMD registers to emulate guest general-purpose registers. Considering that the bit width of a SIMD register is typically larger than that of a general-purpose register even if they are from different ISAs, only the least significant bits of host SIMD registers are used for register emulation. Therefore, such mapping mechanism is as shown in Figure 4(a).

The example in Figure 4(b) illustrates the host instructions translated from the guest instruction with and without mapping guest general-purpose registers to host SIMD registers. It shows that the host memory accesses are eliminated by the mapping, and a host SIMD scalar instruction is generated to emulate the functionality of the guest instruction.

Though the emulation scheme is intuitive, there are several technical challenges to put it into practice. We next describe these challenges and our solutions in detail.

#### 3.1.1 Resolving Host SIMD Registers Used by Code Translator

The first obstacle is that the host SIMD registers can also be used by the translator. Typically, the translator is written in high-level programming languages, such as C/C++, and compiled by a native compiler, e.g., GCC. It is foreseeable that SIMD instructions may be generated during the compilation of the translator. As a result, the SIMD registers accessed by these SIMD instructions can pose a conflict if they are also used for guest register emulation.
To address this issue, we extend the prologue and epilogue to resolve the potential conflict. In general, there are two execution environments in a DBT system. One is the translator and the other is the translated host binary code or code cache. Since these two environments share the same host machine in a time-sharing manner, a context switch is required when the execution is transferred between each other. This work is realized by executing the code placed in prologue and epilogue, as depicted in Figure 5(a). In our design, we restore/save the host SIMD registers from/to the corresponding host memory locations in the prologue and epilogue, respectively. Figure 5(b) shows an example of the additional code appended to the prologue and epilogue. To further reduce the performance overhead introduced by saving/restoring SIMD registers, our approach employs an offline analysis to detect the potential conflicts in advance. This allows us to only save SIMD registers that are actually used by the translator. This way, we can resolve the aforementioned conflict.

3.1.2 Resolving Host SIMD Registers Used in Translated Host Binary Code. Apart from the translator, host instructions generated by the translator may use host SIMD registers as well, e.g., to emulate guest SIMD registers. This can also lead to conflicts if a guest general-purpose register is mapped to the same host SIMD register. Therefore, we also need to resolve the potential conflict.

To this end, we conduct a comprehensive study on a variety of open-source DBT systems. This study aims to uncover whether host SIMD registers are used in the generated host binary code and if yes, how they are used. Our study covers not only popular DBT systems but also common dynamic binary instrumentation systems because they are also built on top of DBT systems as interface extensions. They are expected to be invoked at the start and end points of the usage of the specified host SIMD register, respectively. Besides, they need to be invoked inside a basic block. Each time when the begin routine is invoked, we firstly check whether the specified host SIMD register is used for guest register emulation. If yes, additional host binary code will be generated to spill the emulated guest register from the host SIMD register to the corresponding host memory location so that the host SIMD register can be vacated. Otherwise, nothing will happen. Correspondingly, when the end routine is invoked, we restore the emulated guest register from the host memory location to the host SIMD register. Note that it may involve multiple instructions to access the same SIMD register between the begin and end routines. In this way, we can remove the conflicts caused by the utilization of SIMD registers in the translated host binary code.

3.1.3 Which Guest Registers Should be Mapped? The final challenge we face is that the host architecture may not have sufficient SIMD registers to emulate all guest general-purpose registers. This is possible if the host is equipped with a less powerful or old generation of the SIMD extension. So

Table 2. SIMD registers used by host binary code generated in popular open-source DBT systems. “G” means host SIMD registers are used only when guest code uses guest SIMD registers; “N” means host SIMD registers are not used in translated host code; “-” means the corresponding host is not supported.

<table>
<thead>
<tr>
<th></th>
<th>x86-64</th>
<th>AArch64</th>
<th>RISCv64</th>
<th>PowerPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>QEMU</td>
<td>G</td>
<td>N</td>
<td>N</td>
<td>G</td>
</tr>
<tr>
<td>Dyninst</td>
<td>G</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dolphin</td>
<td>G</td>
<td>G</td>
<td>-</td>
<td>G</td>
</tr>
<tr>
<td>Valgrind</td>
<td>G</td>
<td>G</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DynamoRIO</td>
<td>G</td>
<td>G</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AndroidEmu</td>
<td>G</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 5. Exploiting host SIMD registers to emulate guest general-purpose registers in cross-ISA virtualization.
the problem here is which guest registers should be selected to be emulated using the limited host SIMD registers.

To overcome this challenge, we propose to map guest registers based on the hotness of the guest registers. A potential concern is that general-purpose registers may experience different hotness in different applications. To address this concern, we measure the hotness of general-purpose registers in applications on different architectures. Figure 6 shows the results. We only present some applications with representative hotness patterns. As shown in the figure, the hotness of the registers are quite steady across different applications compiled by the same compiler with the same/different versions. This shows the practicability of the proposed hotness-based selection scheme. From Figure 6, we can also see differences across different compilers. The potential reason is that different compilers may employ different register allocation algorithms. Therefore, our hotness-based selection scheme generates a specific mapping profile for each popular compiler.

3.2 Generating Optimized Host Code with SIMD Instructions

With guest general-purpose registers mapped to host SIMD registers, we can employ host SIMD instructions to manipulate the emulated guest registers. This provides us opportunities to generate more optimized host binary code given that SIMD instructions often have more advanced and powerful features than regular instructions. In our exploitation of SIMD extensions, we leverage features that are available on most popular SIMD extensions. We next describe them in detail, as well as how to exploit them in DBT systems.

3.2.1 More Operands. The quantity of the operands that an instruction can encode reflects the data-processing capability of this instruction. In general, regular instructions in some popular ISAs, e.g., x86-64, can operate only two operands. But, regular instructions in other ISAs, e.g., AArch64, can have three operands. The inconsistency between different ISAs in the quantity of operands inevitably lead to poor efficiency in the translated host binary code. For example, when translating from an AArch64 guest to an x86-64 host, the translator has to generate more than one x86-64 instruction to incorporate the operands in an AArch64 instruction.

Fortunately, SIMD instructions are often capable of taking more operands than regular instructions. For example, the x86-64 AVX instructions can take three operands. As a result, by leveraging host SIMD instructions, we can generate more efficient host binary code. The example in Fig. 7 shows the host instructions translated from the guest instruction with and without using the host SIMD instructions. As shown in the example, to emulate the guest instruction, four regular host instructions are generated. Among the four instructions, the later two instructions are generated because each x86-64 instruction can only have two operands. In contrast, by mapping guest registers to host SIMD registers and leveraging host SIMD instructions, only one host instruction is required to emulate the guest instruction.

To achieve this, we need to select host SIMD instructions for binary code translation. But, this requires that the involved guest general-purpose registers are emulated by host SIMD registers. Therefore, we create a table to record the current emulation status of each guest general-purpose register. When a guest instruction is translated, we look up this table to check whether the registers involved in this instruction
are emulated using host SIMD registers. If yes, appropriate host SIMD instructions can be selected to emulate the guest instruction. Otherwise, regular host instructions will be generated. Algorithm 1 shows the details about how to make the decision of host instruction selection in the translator. It simply counts if more than 2 operands out of 3 are XMM registers. If so, the translator takes the SIMD instruction generation branch. Note that it may be necessary to generate several complementary regular instructions in some cases even if the SIMD policy is selected, due to the restrictions enforced by the host ISA on SIMD registers. An example is that SIMD registers are typically not allowed to be used in memory operands, and thus additional regular instructions are required to move the memory address in a host SIMD register to a temporary host general-purpose register in order to perform a memory access. The selection algorithm can be enhanced by multiple possible solutions, such as comprehensive context analysis or even machine learning technology, which is out of the scope of this paper.

3.2.2 More Powerful Opcodes. In most ISAs, especially RISC ISAs, an opcode of a regular instruction can only encode one operation, e.g., a memory access or an arithmetic/logic operation. In contrast, a SIMD opcode can perform the same operation on multiple data. The side effect of this feature is similar to performing multiple same operations on different data at the same time. By exploiting this feature, we can potentially generate more efficient host binary code by replacing several host instructions, which are translated from multiple guest instructions accordingly, with a single SIMD instruction. Figure 8 illustrates such an example. As shown in the figure, without emulating guest general-purpose registers using host SIMD registers, eight host instructions are generated for the five guest instructions. But, if host SIMD registers are employed to emulate guest registers, we can exploit powerful SIMD instructions and only three SIMD instructions are required to emulate the guest instructions.

To leverage the powerful SIMD opcodes, we need to identify multiple guest instructions that can be emulated by host SIMD instructions. There are two key points: (1) the identified guest instructions should perform the same operation; (2) the operation is supported by host SIMD instructions. To this end, when a basic block is translated, we analyze guest instructions in this block. Specifically, we check whether any of the operations performed by multiple guest instructions can be emulated by a single host SIMD instruction.

4 Implementation

We have implemented the proposed exploitation of SIMD extensions in a prototype based on QEMU [4] (version 4.2.0), which is a cross-ISA virtualization platform and has been widely used in many research projects and industry products. Our current implementation supports both AArch64 and RISC-V64 as the guest ISAs and x86-64 as the host ISA.
QEMU employs the tiny code generator (TCG) to translate guest binary code to host binary code. TCG is a retargetable translator, which means it supports multiple guest ISAs and multiple host ISAs. Typically, it requires significant engineering efforts to achieve retargetability in a DBT system, because of the complexity and diversity of different ISAs. As a result, TCG introduces an intermediate representation (IR) to mitigate the engineering efforts. Each operation in the IR is represented by a TCG Op, which consists of an opcode and multiple operands. Hence, the guest binary code is firstly translated to TCG IRs and then host binary code. This way, TCG is able to decouple the implementation details related to guest and host ISAs and mitigate the engineering efforts required to support multiple guest and host ISAs.

Next, we describe the implementation issues we encountered when integrating the proposed exploitation of SIMD extensions into QEMU and our solutions for these issues.

### 4.1 Cooperating with TCG

TCG emulates guest general-purpose registers using host memory locations. The consistency between the emulated guest registers and the host memory locations is maintained at either the end of an instruction translation or the boundaries of basic blocks. That is, the host memory locations are updated at the end of each block to keep the latest values of the emulated guest registers. To integrate the proposed exploitation of host SIMD extensions, our implementation extends TCG to emulate guest general-purpose registers using host SIMD registers. More specifically, we create a new operand type for TCG Ops: `SIMD Reg`. If a guest register is emulated by a host SIMD register, it is firstly translated into a TCG operand with the `SIMD Reg` type in TCG Ops and then mapped to a host SIMD register when TCG Ops are translated to host binary code. Besides, the update to the host memory location that corresponds to this guest register is removed at the ends of blocks. For the guest registers that are not emulated by host SIMD registers, we still use the original mechanism in TCG to emulate them.

In addition, we further extend TCG to generate host SIMD instructions. This is realized by introducing new TCG opcodes, which are designed to manipulate TCG operands with the `SIMD Reg` type. TCG Ops of these new opcodes can be translated to host SIMD instructions by TCG backends.

### 4.2 Supporting Guest Conditional Codes

Condition codes summarize the execution results of the current instruction and can be used in the following instructions. For example, AArch64 has four condition codes: NF, ZF, CF, and VF. TCG emulates guest condition codes in a way similar to guest general-purpose registers, i.e., using host memory locations. The emulated condition codes are updated based on the semantics of the guest instructions that define the condition codes. Since we emulate guest registers using host SIMD registers, we firstly leverage host SIMD instructions to calculate the results of guest condition codes. In case host SIMD instructions produce different condition code results compared to general instructions, e.g., x86-64 `test` and `ptest` as shown in Table 3, or no host SIMD instruction is available, we generate host instructions to move emulated values from host SIMD registers to host general-purpose registers and then conduct the calculations.

| Table 3. Different condition codes modified by `test` and `ptest` instructions |
|--------------------------------------------------------|----------|----------|----------|
| `test %rax,%rax` | SF | PF | ZF | IF | PF | IF |
| `ptest %xmm1, %xmm1` | CF | IF | CF | ZF | IF | CF |

### 4.3 Handling Helper Functions

TCG relies on helper functions to emulate complicated and obscure guest instructions. These functions are typically developed in high-level programming languages for simplicity and expected to be invoked directly from code cache through host `call` instructions. Note that the helper functions are executed in the translator context, which is different from the code cache context. This poses an implementation issue of our exploitation of host SIMD registers to emulate guest general-purpose registers. That is, the values in host SIMD registers can be corrupted by a helper function call if the helper function also accesses the host SIMD registers.

To solve this issue, a straightforward approach is to perform context switches before and after a helper function is invoked from code cache. However, this solution would introduce extremely high performance overhead because helper functions are invoked frequently.

To address this issue, we conduct a thorough study on all helper functions in QEMU, including their source code and binary code. Our study reveals several interesting findings. First, most helper functions use none or very few host SIMD registers. Second, a small amount of helper functions dominate a large part of dynamic helper function calls. For example, `helper_lookup_tb_ptr` accounts for 85.55% to 99.99% of all helper function calls. Finally, the source code of helper functions is quite stable, as they are used to emulate guest instructions, which typically do not change. These findings inspire us to develop an offline analysis of helper functions to figure out which host SIMD register(s) is/are used in each helper function. With this information, we then extend TCG to generate customized host binary code to save and restore SIMD registers on demand for different helper functions. This allows us to mitigate the performance overhead incurred by invoking helper functions.

### 5 Experimental Results

To evaluate the effectiveness of the proposed exploitation of SIMD extensions, we conduct experiments on a wide range...

5.1 Experimental Setup

5.1.1 Benchmarks. The PARSEC benchmark suite was originally designed to study the performance of shared-memory multi-threaded programs on chip-multiprocessors. It has been widely used in many research projects to evaluate the multi-thread performance of a computer system. The suite includes applications in computer vision, content search, physics simulation, video encoding, and data mining. SPEC-CPU2017 is an industry-standardized CPU-intensive benchmark suite. It has been widely used to measure and compare computer systems. There are two types of benchmarks in this suite: integer (or int for short) and floating point (or fp for short). Our evaluation uses the speed configuration, which adopts the execution time as the performance metric. The dataset used in this section is ref. Under this configuration, SPEC-CPU2017 benchmarks can be divided into two sets: intspeed and fpspeed. Besides, OpenMP threads are available for all fpspeed benchmarks, while only one intspeed benchmark, i.e., xz, can use OpenMP threads. For these benchmarks, we test them with maximum hardware threads. In addition, cam4 in fpspeed is excluded from the evaluation due to the crash in the original QEMU.

Given that JavaScript is one of the most popular programming languages for web applications, our evaluation also includes JavaScript applications from the Octane benchmark suite. To run these JavaScript applications, we use a real-world JavaScript engine, i.e., Google V8 [15]. It is also the JavaScript engine used in the Google Chrome web browser.

In addition to the default compilation options, we also enable the auto-vectorization optimizations to deliberately generate more guest SIMD instructions in the binaries. However, there are NEON instructions in AArch64 binaries but no vector instructions in RISCV64 binaries. Besides, QEMU does not support vector registers for RISCV64 guests. Since PARSEC and Octane were not designed for RISCV, a small part of test applications were failed with compilation or at run time, which are excluded from the experimental results.

5.1.2 Evaluation Platform. Table 4 shows the detailed configurations of our evaluation platform, which is exclusively occupied during the evaluation. The program execution characteristic is analyzed for understanding the optimized DBT system better. For performance evaluation, to remove the potential noises caused by random factors, we evaluate each benchmark application three times, and take the arithmetic mean of the three runs as the final performance result of this application.

5.2 Performance Results

Experiments are carried out to evaluate the performance with SIMD exploitation. Results on both AArch64 and RISCV64 guest platforms show a noticeable improvement compared to the original emulation.

5.2.1 AArch64. Figure 9 shows the performance speedup achieved for PARSEC benchmarks. Here, the number of threads is 16 and the performance baseline is the original QEMU without the proposed SIMD exploitation. As shown in the figure, we can achieve performance improvement for all evaluated benchmarks. For some benchmarks, e.g., streamcluster, the performance speedup can be as high as 4.19X. On average, our SIMD exploitation achieves 2.2X speedup. This demonstrates the capability of our SIMD exploitation to optimize the performance of cross-ISA virtualization.

Figure 10 shows the performance speedup achieved by our SIMD exploitation for SPEC-CPU2017 intspeed benchmarks. Here, the performance baseline is the original QEMU without SIMD exploitation. As shown in the figure, we can achieve performance speedup for all intspeed benchmarks. An interesting observation is that the performance speedup for xz is significantly higher than other applications. This is

Table 4. Configurations of our evaluation platform

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel Xeon W-2145 at 3.70GHz</td>
</tr>
<tr>
<td># of Cores</td>
<td>8</td>
</tr>
<tr>
<td># of Threads</td>
<td>16</td>
</tr>
<tr>
<td>Private L1d, L1i</td>
<td>32KB</td>
</tr>
<tr>
<td>Private L2</td>
<td>1024KB</td>
</tr>
<tr>
<td>Shared L3</td>
<td>11MB</td>
</tr>
<tr>
<td>SIMD Extensions</td>
<td>SSE, AVX, AVX-512</td>
</tr>
<tr>
<td>Memory</td>
<td>64GB</td>
</tr>
<tr>
<td>Operating System</td>
<td>Ubuntu 18.04.4 with Linux-4.15</td>
</tr>
</tbody>
</table>

Figure 9. Performance speedup achieved by our SIMD exploitation with AArch64 as the guest ISA for PARSEC benchmarks with 16 threads. The original QEMU is the performance baseline.
Figure 10. Performance speedup achieved by our SIMD exploitation for SPEC-CPU2017 intspeed benchmarks with AArch64 as guest. The baseline is the original QEMU. All benchmarks are evaluated with one thread except xz, which has 16 threads.

Figure 11. Performance speedup achieved by our SIMD exploitation for SPEC-CPU2017 fppspeed benchmarks with AArch64 as guest. The baseline is the original QEMU. All benchmarks are evaluated with 16 threads.

Because xz has multiple threads, while other applications are single-threaded. To emulate multiple guest threads, QEMU needs to maintain the guest register status for each thread. This inevitably increases the pressure on the host memory system, as the last level cache is shared between different processor cores. In contrast, by mapping guest registers to host SIMD registers, we can mitigate the cache pressure by taking advantage of SIMD registers available on each physical core.

On average, our SIMD exploitation can achieve 1.38X performance speedup for SPEC-CPU2017 intspeed benchmarks. This demonstrates the effectiveness of our SIMD exploitation to optimize QEMU by utilizing SIMD hardware resources.

Similarly, Figure 11 illustrates the performance speedup achieved by the SIMD exploitation for SPEC-CPU2017 fppspeed benchmarks compiled to AArch64. As shown in the figure, with our SIMD exploitation, QEMU attains performance improvements for all evaluated benchmarks. For some benchmarks, such as cactuBSSN, the performance speedup can be as high as 4X. Overall, an average of 2.8X speedup can be observed for fppspeed benchmarks. This is higher than the average speedup for intspeed benchmarks. The reason is that, as mentioned before, all fppspeed benchmarks can be compiled with OpenMP threads and achieve more performance benefits from the proposed SIMD exploitation.

Figure 12 shows the performance speedup achieved by our SIMD exploitation for Octane JavaScript applications running on the Google V8 JavaScript engine with AArch64 as guest. The baseline is the original QEMU.

5.2.2 RISCV64. Similar experiments are conducted for RISCV64 guest applications. Our SIMD exploitation shows performance improvement as well. As illustrated in Fig. 13 for PARSEC applications with 16 threads, our approach achieves up to 11.64% speedup with an average of 6.5%. Fig 14 shows the performance improvement of SPEC-CPU2017 intspeed. Exchange2 achieves the highest speedup which is 15.45%. The geometric mean of all the benchmarks is 7.37%. The experimental results of Google V8 JavaScript engine with Octane as test applications are shown in Fig. 15. The geometric mean of speedup is 15.31%.

5.2.3 Results Analysis. We further analysed the generated binary of SPEC-CPU2017 with SIMD exploitation, taking intspeed as testing applications with ref input and RISCV64 as the guest platform. We measured the static and dynamic
characteristics of the optimized DBT system, in order to understand the improvement brought by SIMD exploitation.

Memory access and SIMD instructions in the host code are counted. On average, memory access takes 39.26% of all the instructions generated by the original translator. While with SIMD exploitation, it is reduced to 31.48%. SIMD instructions, which take nearly 0% in the original translator generated code, is increased to 14.53% with the SIMD enhanced approach. The quantity of instructions in the code cache is reduced by 6% on average. At run time, the executed instructions are 5.15% less than the original QEMU. Details are illustrated in Table 5. For the second test of xz, the instruction reduction ratio is much higher than others. Further study shows its cache miss rate is significantly higher than others, i.e., as high as 30%, which indicates a large number of loads and stores with very poor data locality were performed. With the SIMD exploitation, frequent data movement between memory emulated register and host register can be significantly mitigated. Since the SIMD register mapped guest registers won’t consume cache resources anymore, the cache pressure is also reduced because of less memory access.

AArch64 architecture attains additional benefit with the combination of existing guest SIMD instructions and our exploitation. Different from RISC64, AArch64 binary contains SIMD instructions, which are translated to host SIMD instructions or corresponding helper functions at run time. So, there is an opportunity to perform more SIMD instructions within host SIMD registers, without additional data moving. As a result, AArch64 applications experience higher performance improvement than RISC64 applications.

5.3 Translation Overhead

Finally, we study the translation overhead introduced by the proposed SIMD exploitation. To this end, we use the hardware performance monitor unit to measure the CPU cycles consumed by the translation process with and without our SIMD exploitation. On average, the CPU cycles consumed by translating each benchmark application with the SIMD exploitation is in the range of 2.03E+10 to 1.59E+12. This corresponds to an average of 1.45% performance slow down of the entire translation process. We believe this translation overhead is negligible for a cross-ISA DBT system.

6 Related Work

6.1 SIMD Optimizations

A considerable amount of optimizations have been proposed to exploit SIMD extensions available on commercial CPU processors [1, 11, 13, 16, 17, 20, 30, 37, 49]. These SIMD optimizations often target different application domains. For instance, it has been a long history to utilize SIMD extensions in database systems [20, 30, 49]. Zhou et al. leverage SIMD instructions to implement common database operations, including sequential scans, aggregation, index operations, and joins [49]. Polychroniou et al. adapt analytical databases to take advantage of more recent advances of SIMD extensions, such as wider SIMD registers and more advanced SIMD instructions [30]. Besides, SIMD extensions have been adopted to optimize graph and sorting algorithms [16, 17]. Moreover, language runtimes have integrated SIMD support for enhanced efficiency [11, 37].

In addition, a variety of auto-vectorization mechanisms have been proposed to automatically identify fine-grained data-level parallelism and generate SIMD instructions for general sequential programs [3, 18, 21, 28, 31, 32]. In order to generate SIMD instructions, these mechanisms typically employ program analysis techniques and sophisticated vectorization algorithms to recognize data-level parallelism and resolve data dependence during the compilation process. For example, SuperGraph-SLP constructs a large code region, called SuperGraph, to eliminate inaccuracies in the vectorization process by providing a holistic view of the code [31].

A common point of these SIMD-related optimizations exploit SIMD extensions by merely exploring the fine-grained data-level parallelism in the target applications. This is different from our exploitation of SIMD extensions, because our exploitation does not rely on data-level parallelism in target applications. Instead, we take advantage of hardware resources offered by SIMD extensions to achieve performance improvement for applications with very few or even no data-level parallelism opportunities. We believe our exploitation would complement existing SIMD-related optimizations to unleash the full potential of hardware SIMD extensions.

6.2 Optimizing DBT with SIMD Exploitation

Given the critical role of DBT in cross-ISA virtualization, some optimizations focus on SIMD extensions [12, 23, 24, 29]. A noticeable example is saSLP [23], which lifts guest SIMD code to LLVM IR and then performs vectorization on LLVM IR to exploit higher degrees of parallelism available on host SIMD extensions. It is worth pointing out that the key requirement of applying these DBT optimizations is that the guest binary code is already vectorized. Although some of the scalar instructions can be vectorized by the aforementioned techniques, a large amount of regular guest instructions can not fit such restricted requirements. That implies it is hard for guest binary code with very few or even no SIMD instructions to benefit from these optimizations. In contrast, our exploitation is not limited to vectorized guest code, because we utilize the hardware resources offered by host SIMD extensions to enhance DBT systems for a wide range of guest applications.

There are also some other DBT-related optimizations [10, 19, 34, 35, 38–41, 43, 45, 47, 48]. In general, it is possible for the SIMD exploitation proposed in this paper to collaborate with them to further enhance the efficiency of DBT systems.

7 Conclusion

SIMD extensions have become a permanent and important hardware component in modern CPU processors. Existing SIMD-related optimizations in cross-ISA virtualization exploit SIMD extensions by only exploring fine-grained data-level parallelism in guest applications. This leads to quite poor utilization of the hardware resources provided by hardware SIMD extensions. To address this issue, this paper proposes an effective and unconventional exploitation of SIMD extensions in cross-ISA virtualization, which does not rely on data-level parallelism in guest applications. Specifically, the exploitation takes advantage of the hardware resources of SIMD extensions, including ample SIMD registers and powerful SIMD instructions, to generate more efficient host binary code. We also implement a prototype of the exploitation based on a practical cross-ISA virtualization platform, QEMU. Experimental results on a wide range of benchmark applications demonstrate that the proposed exploitation is able to achieve significant performance improvements.
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